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a b s t r a c t 

Network virtualization is an effective way to overcome the ossification of Internet by enabling multiple 

virtual networks to coexist on a shared infrastructure. Virtual network embedding is a resource allocation 

problem concerned with the assignment of physical resources to the virtual networks. Several security 

issues about virtual network embedding are hitherto unexplored. For instance, some virtual network op- 

erators may distrust each other and require that their virtual infrastructure is not cohosted on the same 

physical equipment. In this paper, we address this problem by proposing a virtual network embedding 

problem that ensures that the virtual networks of conflicting operators are mapped to different physi- 

cal equipments. Furthermore, our problem formulation enables the virtual links to select among a range 

of discrete bandwidth values, each with a corresponding price and thereby realizing any possible rev- 

enue function. We evaluate the performance of our heuristic algorithm by comparison with the results 

obtained from our integer linear programming formulation using optimization software CPLEX. 

© 2017 Elsevier B.V. All rights reserved. 
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. Introduction 

The explosive growth of Internet encourages the development

f new technologies and applications; however, its large scale hin-

ers their deployment. Since there are numerous service providers,

pplying a new architecture or technology requires mutual agree-

ents among Internet Service Providers (ISPs) and necessitates

hanges in the routers and main computers. Therefore, Internet

s increasingly becoming ossified. To deal with this problem, the

oncept of “network virtualization” has been proposed in the liter-

ture. In this approach, the substrate (physical) network provider

ffers a substrate (physical) network to support virtual networks

1] . This way, the deployment of new technologies becomes possi-

le without any need to change the physical network or negotiate

ontracts between the ISPs [2] . An infrastructure provider (InP) de-

loys and maintains the network equipment and a service provider

SP) is responsible for the deployment of network protocols and
� This work is supported by Argela Technologies, Istanbul, Turkey, as part of the 

ILAT project supported by the Turkish Undersecretariat for Defense Industries 

SSM). A preliminary version of this paper appeared in the Proceedings of IEEE 
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he offering of end-to-end services, while a virtual network provider

VNP) assembles virtual resources from one or more InPs and a vir-

ual network operator (VNO) installs, manages and operates the vir-

ual network [3] . 

A major resource allocation challenge in virtual networks is the

irtual Network Embedding (VNE) problem, which is to embed vir-

ual networks in a substrate network by adhering to some con-

traints like bandwidth requirements and optimizing a certain ob-

ective function such as revenue or energy efficiency. This problem

s also known as Virtual Network Assignment problem in the liter-

ture. There are numerous variants of this problem in the literature

ith various constraints and objective functions such as CPU, disk,

nd memory requirements of the substrate and virtual links, load

alancing, maximum length requirement for the virtual paths, re-

uirement on the maximum number of virtual nodes or links that

an be assigned to a certain substrate node or link, and economical

enefits [4] . 

Authors in [5] proved that the VNE problem is NP-hard by re-

uction from the multi-way separator problem. Besides, another

tudy [6] has proved by reduction from the unsplittable flow prob-

em that the problem is still NP-hard even when the virtual nodes

re already assigned and the problem is merely making the vir-

ual link assignments by adhering to the bandwidth requirements.

ome studies in the literature focus on the online version of the

roblem [7] , whereas some other studies [8] use reoptimization

echniques based on producing new solutions by modifying old

http://dx.doi.org/10.1016/j.comnet.2017.04.020
http://www.ScienceDirect.com
http://www.elsevier.com/locate/comnet
http://crossmark.crossref.org/dialog/?doi=10.1016/j.comnet.2017.04.020&domain=pdf
mailto:cihangirbesiktas@gtu.edu.tr
mailto:didem.gozupek@gtu.edu.tr
mailto:aydin.ulas@argela.com.tr
mailto:erhan.lokman@argela.com.tr
http://dx.doi.org/10.1016/j.comnet.2017.04.020


90 C. Be ̧s ikta ̧s et al. / Computer Networks 121 (2017) 89–99 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

b  

a  

b  

e  

o  

q  

i  

s  

m  

t  

r  

f  

a  

a  

o

 

a  

i  

n  

t  

fl  

s  

p  

a  

m  

i  

o  

t

 

 

 

(  

 

(i  

 

2

2

 

d  

a  

a

a  

c  

t

2

 

t  

 

n  

n  

p  

i  

l  

w  

q  
solutions. In addition, there are also some studies [9] that con-

sider the case where the resource demands in the virtual net-

work request (VNR) are time-varying. The survey paper in [3] cat-

egorizes the rich literature about VNE problems according to var-

ious criteria such as centralized/distributed, static/dynamic, con-

cise/redundant as well as according to their objectives such as

providing QoS-compliant embeddings, maximizing the economical

profit and providing survivable embeddings. An important open re-

search issue indicated by Fischer et al. [3] is security. When vir-

tual networks belonging to different VNOs share the same physical

equipment, vulnerabilities occur due to the possible deployment

of malicious software by one VNO to attack the resources of the

other VNO. These attacks can range from encyrption attacks that

retrieve unauthorized information by exploiting security vulnera-

bilities in the virtualization software to denial of service (DoS) at-

tacks. Therefore, different VNOs may distrust one another and re-

quire that their virtual infrastructure is not cohosted on the same

physical equipment [3] . In this paper, we address this open re-

search issue by providing a virtual network embedding formulation

that ensures that the resources allocated to the conflicting virtual

networks do not share the same physical resources. To the best

of our knowledge, this paper is the first one in the literature that

provides a VNE formulation with such a feature. Unlike this paper,

other secure VNE formulations [10–12] treat security as a resource

(similar to bandwidth or CPU) demanded and offered by the vir-

tual and substrate networks, respectively, and neglects the possi-

ble request of the VNOs to not share the same physical resources

by the virtual networks of a certain set of other VNOs. Besides, this

feature of our model is useful also to provide survivability by pro-

viding disjoint multiple paths for certain virtual links that request

more survivability (will be explained in detail in Section 2 ). 

Works in the literature [7,13–24] consider the case where each

link has a certain bandwidth request. The only work in the litera-

ture that relaxes this requirement is [25] , where the bandwidth re-

quirement of some links are only probabilistically satisfied. When

each virtual link has a fixed bandwidth requirement, in order for

a VNR to be accepted, the bandwidth requirements of all virtual

links (possibly together with some other requirements) have to be

satisfied. However, this is a rather restrictive and unrealistic re-

quirement since being obliged to satisfy a fixed bandwidth level

for each virtual link can cause feasibility problems and in real-

ity, virtual links are usually fine with a range of bandwidth values

rather than a single one. For service level specifications, a range

of bandwidth values is appropriate as long as the range conforms

to the SLA specifications. The only possible drawback in having a

range of bandwidth values is the possible increase in the computa-

tional complexity. This trade-off between flexibility and computa-

tional complexity needs to be taken into account while determin-

ing the range of bandwidth values. Besides, revenue function used

in most works in the literature [7,13–24] is a linear function of the

total bandwidth used by the VNR. The work in [26] pinpoints the

unrealistic nature of the linear function and instead uses an expo-

nential cost function. Unlike our work, the paper in [26] focuses

on cost rather than revenue, where the cost represents traffic uti-

lization. Their motivation for exponential cost function is because

of the fact that the costs increase very rapidly as the traffic utiliza-

tion increases. When a revenue function is used, linear function is

again unrealistic because of the economies of scale; i.e., in practice,

the per-unit revenue decreases as the offered bandwidth value in-

creases. Certainly, an operator may opt to use a linear function;

however, an exponential function better serves the market needs

since it makes it more appealing to utilize more bandwidth due to

economies of scale. Unlike other works in the literature, we pro-

pose in this paper a model where the infrastructure provider of-

fers a range of discrete bandwidth values, each with a correspond-

ing price. Note that our model can be tailored to work in the fixed
andwidth case by giving only a single bandwidth and price pair

s input. Moreover, each virtual link has a minimum and maximum

andwidth requirement depending on the application (email, video

tc.). A customer’s willingness to pay can also be incorporated to

ur model by appropriately changing the maximum bandwidth re-

uirement depending on the maximum price that the customer

s willing to pay. Our virtual network embedding formulation as-

igns bandwidth levels to virtual links so that both the require-

ents of the links are satisfied and the revenue of the infrastruc-

ure provider is maximized. The flexibility that our model offers

esults in higher revenue; therefore, it is advantageous for the in-

rastructure provider. Furthermore, unlike other works in the liter-

ture, not only linear or exponential, but any revenue function (as

 discrete function of offered bandwidth values) can be realized by

ur model. 

Our formulation in this paper is able to handle multiple VNRs

nd provides admission control in addition to location awareness;

.e., it ensures that each virtual node is mapped to a substrate

ode that is compliant with the distance requirement of the vir-

ual node. Moreover, our model is suitable both for online and of-

ine settings. In an online setting, each VNR can be embedded as

oon as the VNR request arrives by giving this VNR request as in-

ut to our problem. If this VNR is in conflict with any previously

llocated VNR, then the graph given as input to our problem can be

odified by excluding these previously allocated resources that are

n conflict with the new arrival and thereby ensuring conflict-free

peration. In an offline setting, VNRs that arrive during a certain

ime period can be buffered and then our model can be executed. 

Contributions of this paper can be summarized as follows: 

(i) To the best of our knowledge, our virtual network embedding

problem in this paper is the first one in the literature that en-

sures that conflicting VNRs do not share the same substrate re-

sources 

ii) To the best of our knowledge, this is the first paper that enables

flexibility of choosing a certain bandwidth for each virtual link

among a set of discrete bandwidth levels 

ii) To the best of our knowledge, this paper proposes the first VNE

problem that enables the revenue to be any function of band-

width allocated to the virtual links. 

. Problem formulation 

.1. Substrate network 

We model the substrate network as an undirected graph and

enote it by G 

S = (V S , E S ) , where V 

S is the set of substrate nodes

nd E S is the set of substrate links. Each substrate node v S ∈ V S is

ssociated with a location loc(v S ) . Each substrate link (u, w ) ∈ E S 

mong substrate nodes u, w ∈ V S is associated with a bandwidth

apacity value B E (u, w ) denoting the total amount of bandwidth of

he link. 

.2. Virtual network requests (VNRs) 

Let G be the set of VNRs and g be the index of a VNR such

hat g ∈ { 1 , 2 , · · · , |G|} . Each VNR g is associated with a graph G 

V 
g =

(V V g , E 
V 
g ) , where V V g denotes the set of virtual nodes and E V g de-

otes the set of virtual links. Each VNR g has an associated non-

egative value D 

V 
g expressing how far a virtual node v V g ∈ V V g can be

laced from the location specified by loc(v V g ) . D 

V 
g can be expressed

n terms of physical distance or in terms of permissible delay from

oc(v V g ) . Moreover, each virtual link i ∈ E V g in a VNR g is associated

ith b 
gi 
min 

and b 
gi 
max , which denote the minimum and maximum re-

uested bandwidth, respectively, of the link. The values of b 
gi 
min 

and
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Fig. 1. An example augmented graph, where for instance substrate nodes 1 and 3 adhere to the location requirements of virtual node v V 1 . 
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gi 
max depend on the application executed by the link. For instance,

 real-time application usually requires more bandwidth, whereas

ow bandwidth is usually sufficient for an email application. 

In our model, the infrastructure provider offers a discrete set of

andwidth values to the VNRs. Each bandwidth value has a cor-

esponding price. Each link i of an accepted VNR g is assigned a

ertain bandwidth level by adhering to the b 
gi 
min 

and b 
gi 
max values.

ach bandwidth level is denoted by an index k . b k and r k denote

he bandwidth value and price, respectively, corresponding to the

andwidth index k . 

.3. Augmented graph construction 

As in [7] , we first extend the substrate graph G 

S to create an

ugmented graph G 

S ′ = (V S 
′ 
, E S 

′ 
) using the location requirement of

he virtual nodes as the basis for the extension. For each vir-

ual node v V g of each VNR g , we create a corresponding node

(v V g ) called meta-node in the augmented graph and connect it

o all substrate nodes that it can be assigned to without vio-

ating the location requirement. These substrate nodes are the

nes whose locations are within a radius D 

V 
g of the correspond-

ng virtual node’s location. In other words, if we let �(v V g ) =
 v S ∈ V S | dist(loc(v V g ) , loc(v S )) ≤ D 

V 
g } where dist ( a , b ) denotes the

istance between a and b , then V S 
′ = V S ∪ 

⋃ 

g 

V V g and E S 
′ = E S ∪

 

g 

{ (μ(v V g ) , v S ) | v V g ∈ V V g , v S ∈ V S } (consult Fig. 1 for an example

ugmented graph). 

.4. Integer linear programming formulation (ILP) 

The input variables of our ILP formulation is in Table 1 . We des-

gnate the endpoints of each link i of VNR g as source node s gi 

nd destination node d gi where it is immaterial which endpoint is

esignated as source or destination. Table 2 provides the decision

ariables used in our ILP formulation. 

w

The objective function of our ILP formulation aims to maximize

he total revenue as follows: 

ax 

|G| ∑ 

g=1 

| E V g | ∑ 

i =1 

K ∑ 

k =1 

r k z 
gi 

k 
(1) 

We first model the security requirement that conflicting VNRs

re assigned disjoint substrate resources as follows: 

 

g 
w 

+ t g 
′ 

w 

≤ 2 − C gg ′ ∀ g � = g ′ , ∀ w ∈ V 

S , (2)

The following are capacity constraints. Constraint (3) ensures

hat the total flow on each substrate link does not exceed the ca-

acity of the link: 

|G| 
 

g=1 

| E V g | ∑ 

i =1 

( f gi 
uw 

+ f gi 
wu ) ≤ B uw 

∀ u, w ∈ V 

S ′ (3) 

If a substrate node w is not used by VNR g , i.e., if t 
g 
w 

= 0 , then

onstraint (4) guarantees that the substrate links incident to w

oes not carry any flow belonging to any virtual link of VNR g .

ecall that the decision variable t 
g 
w 

is used in constraint (2) to

odel the security requirement that VNRs which require not to

se the same substrate resources with each other are assigned dis-

inct resources. In other words, constraint (4) makes the capacity

f the substrate links incident to a substrate node that is not used

y a certain VNR effectively zero. This way, conflicting VNRs are

ssigned not only to distinct substrate nodes, but also to distinct

ubstrate links. 

∑ 

 ∈ V S 

| E V g | ∑ 

i =1 

( f gi 
uw 

+ f gi 
wu ) ≤ t g w 

× B uw 

∀ g, ∀ w ∈ V 

S (4) 

The following are flow constraints. Constraint (5) ensures that

he sum of the flows entering and exiting a node must be equal

xcept for the source and destination nodes. Besides, constraint

6) ensures that the flows should exit from a source node, whereas

onstraint (7) guarantees that the flows should enter a destination

ode. ∑ 

 ∈ V S ′ 
f gi 
uw 

−
∑ 

w ∈ V S ′ 
f gi 
wu = 0 ∀ g, ∀ i, and ∀ u ∈ V 

S ′ \ { s gi , d gi } (5)
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Table 1 

Table for input variables. 

Input variable Explanation 

V S = Set of substrate nodes 

E S = Set of substrate links 

V V g = Set of virtual nodes in VNR g 

E V g = Set of virtual links in VNR g 

V S 
′ = Set of all nodes in the augmented graph G S 

′ 

b k = Bandwidth value corresponding to bandwidth level k 

r k = Revenue corresponding to bandwidth level k 

K = Total number of bandwidth levels 

B uw = Capacity of the link between substrate nodes u and w 

C gg ′ = 

{
1 , if there is a conflict between VNR g and g ′ ; i.e., they cannot share any substrate resource 

0 , otherwise 

s gi = Source node of virtual link i in VNR g 

d gi = Destination node of virtual link i in VNR g 

b gi 
min 

= Minimum bandwidth requested by virtual link i of VNR g 

b gi 
max = Maximum bandwidth requested by virtual link i of VNR g 

Table 2 

Table for decision variables. 

Decision variable Explanation 

z gi 

k 
= 

{
1 , if bandwidth level k is assigned to virtual link i of VNR g 

0 , otherwise 

f gi 
uw = Total amount of flow from node u to w belonging to virtual link i of VNR g in the augmented graph 

f 
′ 
uwgi 

= 

⎧ ⎨ 

⎩ 

1 , if some bandwidth level is assigned to the link between u and w in the augmented graph in the direction 

from u to w for virtual link i of VNR g 

0 , otherwise 

x g uw = 

{
1 , if substrate node w is used by virtual node u of VNR g 

0 , otherwise 

y g = 

{
1 , if VNR g is accepted 

0 , otherwise 

d gi 

kuw 
= 

{
1 , if x g uw × z gi 

k 
= 1 

0 , otherwise 

t g w = 

{
1 , if substrate node w is used by VNR g 

0 , otherwise 
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∑ 

w ∈ V S 
f gi 
uw 

−
∑ 

w ∈ V S 
f gi 
wu = 

K ∑ 

k =1 

b k z 
gi 

k 
∀ g, ∀ i, and u = s gi (6)

∑ 

w ∈ V S 
f gi 
uw 

−
∑ 

w ∈ V S 
f gi 
wu = −

K ∑ 

k =1 

b k z 
gi 

k 
∀ g, ∀ i, and u = d gi (7)

The following constraint ensures that the bandwidth assigned

to each virtual link of an accepted VNR obeys its minimum and

maximum requested values: 

b gi 
min 

× y g ≤
K ∑ 

k =1 

b k z 
gi 

k 
≤ b gi 

max × y g ∀ g, ∀ i (8)

The following constraints linearize the term d 
gi 

kuw 

= x 
g 
uw 

× z 
gi 

k 
: 

d gi 

kuw 

≤ z gi 

k 
∀ g, ∀ i, ∀ k, ∀ u, w ∈ V 

S ′ (9)

d gi 

kuw 

≤ x g uw 

∀ g, ∀ i, ∀ k, ∀ u, w ∈ V 

S ′ (10)

d gi 

kuw 

≥ z gi 

k 
+ x g uw 

− 1 ∀ g, ∀ i, ∀ k, ∀ u, w ∈ V 

S ′ (11)

The following constraints ensure that the amount of flow used

by a virtual link i of VNR g in the direction from a node u to a node

w in the augmented graph is equal to the bandwidth assigned to

that virtual link. Furthermore, these constraints also ensure that

the flow related to a virtual link does not pass in the augmented
raph through the virtual nodes that are not endpoints of this vir-

ual link: 

f gi 
uw 

= 

⎧ ⎨ 

⎩ 

K ∑ 

k =1 

b k d 
gi 

kuw 

∀ g, i, ∀ w ∈ V 

S , u = s gi 

0 , ∀ g, i, ∀ w ∈ V 

S , ∀ u ∈ V 

S ′ \ V 

S and u � = s gi 

(12)

f gi 
wu = 

⎧ ⎨ 

⎩ 

K ∑ 

k =1 

b k d 
gi 

kuw 

∀ g, i, ∀ w ∈ V 

S , u = d gi 

0 , ∀ g, i, ∀ w ∈ V 

S , ∀ u ∈ V 

S ′ \ V 

S and u � = d gi 

(13)

The following constraint models the relationship between deci-

ion variables f ′ 
uwgi 

and f 
gi 
wu : 

f ′ uwgi ≤ f gi 
wu ≤ f ′ uwgi × B uw 

∀ g, ∀ i, ∀ u, w ∈ V 

S ′ (14)

The following constraint avoids path splitting so that the band-

idth corresponding to a virtual link is carried over a single path

n the substrate network: ∑ 

 ∈ V S ′ 
f ′ uwgi ≤ 1 ; ∀ g, ∀ i, ∀ u ∈ V 

S ′ (15)

ome works in the literature employ path splitting, whereas some

thers avoid it. By removing constraints (14) and (15) , our formu-

ation becomes able to employ path splitting. However, as will be

iscussed later, the fact that our formulation can ensure that con-

icting VNRs are assigned to distinct substrate resources can be

sed in order to provide survivability such that a certain virtual

ink can be assigned a certain number of disjoint paths in the sub-

trate network at the expense of a higher price paid to the infras-

ructure provider. Therefore, we opt to avoid path splitting in order

o control the number of paths that a virtual link is assigned to on

he substrate network. 
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Fig. 2. Virtual link ab requires two disjoint paths, whereas all other virtual links 

require one path. 
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The following constraints are related to the admission control

f VNRs. If a VNR g is not accepted, then constraint (16) ensures

hat none of the substrate nodes are used by any virtual node of

NR g as follows: 

 

g 
uw 

≤ y g ; ∀ g, ∀ u, w ∈ V 

S ′ (16)

Likewise, if a VNR g is not accepted, then constraint (17) en-

ures that no bandwidth level is assigned to any virtual link of the

NR as follows: 

 

gi 

k 
≤ y g ; ∀ g, ∀ i, ∀ k (17)

Similarly, if a VNR g is not accepted, then constraint (18) en-

ures that the amount of flow corresponding to any virtual link of

he VNR equals zero in all substrate links: 

f gi 
uw 

≤ B E (u, w ) y g ; ∀ g, ∀ i, ∀ u, w ∈ V 

S ′ (18)

The following constraint (19) ensures that if a VNR g is ac-

epted, then exactly one bandwidth level is assigned to each vir-

ual link of the VNR for which the maximum requested bandwidth

alue is positive. Likewise, if a VNR is not accepted, this constraint

lso ensures that no bandwidth level is assigned to any virtual link

f the VNR. 

K 
 

k =1 

z gi 

k 
= y g ∀ g, ∀ i such that b gi 

max > 0 (19)

While giving the input to our ILP, we set b 
gi 
max = 0 for the links

ncident to the nodes that correspond to the virtual nodes in the

ugmented graph since they do not correspond to any substrate

ink. 

The following constraint ensures that each virtual node of an

ccepted VNR is assigned to exactly one substrate node: ∑ 

 ∈ V S 
x g uw 

= y g ∀ g, ∀ u ∈ V 

S ′ − V 

S (20)

The following constraint ensures that a substrate node can host

t most one virtual node of an accepted VNR: ∑ 

 ∈ V S ′ −V S 

x g uw 

≤ y g ∀ g, ∀ w ∈ V 

S (21)

The following constraint ensures that there is no flow between

he virtual nodes since each virtual node is connected to some

ubstrate node(s) in the augmented graph: 

f gi 
uw 

= 0 ∀ g, ∀ u, w ∈ V 

S ′ − V 

S (22)

Finally, the constraints about the range of values that each de-

ision variable can take is modeled as follows: 

f gi 
uw 

≥ 0 ∀ u, w ∈ V 

S ′ (23)

 

gi 

k 
, f 

′ 
uwgi , x 

g 
uw 

, y g , d 
gi 

kuw 

, t g w 

∈ { 0 , 1 } ∀ g, ∀ i, ∀ k, ∀ u, w ∈ V 

S ′ (24)

Let us note that our ILP formulation in (1) –(24) can be used

o provide survivability as follows. For each virtual link that re-

uires more than one disjoint path to be established, construct an-

ther graph obtained by the removal of such links. Furthermore,

or each such virtual link, construct another graph that consists of

erely that link together with its endpoints and take a replica of

his graph as many times as the number of disjoint paths that this

irtual link requires. We then add constraints which ensure that

ll these graphs are accepted or rejected simultaneously. We also

dd constraints which ensure that if a certain virtual node exists

n more than one graph, then they are mapped to the same sub-

trate node. Moreover, we replace constraint (2) by another con-

traint which makes sure that substrate nodes that these graphs

se are distinct except for the substrate node that the virtual nodes

epresenting the same virtual node in the original graph is mapped
o. For instance, consider the graph in Fig. 2 where the virtual link

b requires two disjoint paths and all other virtual links require

nly one path. Then the graphs g 1 , g 2 , and g 3 are given as input to

he ILP formulation, which is modified as in the following. Firstly,

e add the following constraint, which ensures that all graphs are

ccepted or rejected simultaneously: 

 g 1 = y g 2 = y g 3 (25)

As with usual augmented graph creation, a separate node is in-

erted to the augmented graph for each virtual node. However, for

irtual nodes that correspond to the same virtual node in the orig-

nal graph g , i.e., nodes a and b in Fig. 2 , the following constraints

re added. 

 

g 1 
aw 

= x g 2 aw 

= x g 3 aw 

∀ w ∈ V 

S ′ (26) 

 

g 1 
bw 

= x g 2 
bw 

= x g 3 
bw 

∀ w ∈ V 

S ′ (27) 

Furthermore, constraint (2) is replaced with the following set of

onstraints: 

 

g 1 
w 

+ t g 2 w 

≤ 1 + x g 1 aw 

(28) 

 

g 1 
w 

+ t g 3 w 

≤ 1 + x g 1 aw 

(29) 

 

g 2 
w 

+ t g 3 w 

≤ 1 + x g 1 aw 

(30) 

 

g 1 
w 

+ t g 2 w 

≤ 1 + x g 1 
bw 

(31) 

 

g 1 
w 

+ t g 3 w 

≤ 1 + x g 1 
bw 

(32) 

 

g 2 
w 

+ t g 3 w 

≤ 1 + x g 1 
bw 

(33) 

. Proposed heuristic algorithm 

Recall that VNE problem is NP-Hard even in its special cases

5,6] . Hence, we provide in this section a polynomial-time heuristic

lgorithm for the optimization problem we formulated in (1) –(24) .

lgorithm 1 presents the pseudocode of our proposed heuristic al-

orithm. 

Our algorithm first finds in Line 1 a set of VNRs among which

here is no conflict. To this end, we construct a conflict graph

here the vertex set corresponds to the set of VNRs and there

s an edge between two vertices if and only if there is a conflict
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Algorithm 1 Heuristic algorithm. 

1: Find a set G 

′ ⊆ G s.t. C g ′ = 0 ∀ g, g ′ ∈ G 

′ via [27] 

2: Sort G 

′ in descending order of total revenue 
∑ 

g ′ ∈ G ′ 

| E V 
g ′ | ∑ 

i =1 

b 

g ′ i 
max 

3: �a ← ∅ � Set of accepted VNRs 
4: �r ← ∅ � Set of rejected VNRs 
5: D g ← ∅ � Set of accepted VNRs that are in conflict with VNR g 
6: for all g ∈ G 

′ do 

7: if ( AssignVNR˜ ̃(g, G 

V 
g ) == In feasible ) then � Described in Table III 

8: �r ← �r ∪ { g} 
9: else 

10: �a ← �a ∪ { g} 
11: end if 
12: end for 
13: for all g ∈ G \ G 

′ do 

14: for all g ′ ∈ �a s.t. C gg ′ = 1 do 

15: D g ← D g ∪ { g ′ } 
16: end for 

17: if 

| E V g | ∑ 

i =1 

r gi 
max ≥

∑ 

g ′ ∈ D g 

| E V 
g ′ | ∑ 

i =1 

r g 
′ i 

assigned 
then 

18: for all g ′ ∈ D g do 

19: B uw 

← B uw 

+ b 

g ′ i 
assigned 

∀ u, w on paths allocated to g ′ 

20: end for 
21: if AssignVNR˜ (g, G 

V 
g ) == In feasible then 

22: for all g ′ ∈ D g do 

23: B uw 

← B uw 

− b 

g ′ i 
assigned 

∀ u, w on paths allocated to g ′ 

24: end for 
25: else 

26: �a ← �a ∪ { g} � VNR g is accepted 

27: for all g ′ ∈ D g do 

28: �r ← �r ∪ { g ′ } � All other VNRs in conflict with g are rejected 

29: �a ← �a \ { g ′ } 
30: end for 
31: end if 
32: end if 
33: end for 
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between the two VNRs. In this conflict graph, finding a maximum

independent set would yield the highest number of non-conflicting

VNRs; however, maximum independent set problem is NP-Hard.

Therefore, we employ a heuristic algorithm for the maximum in-

dependent set problem in this step by first implementing a heuris-

tic algorithm for the minimum vertex cover problem via greedily

picking the vertex with the highest degree and then removing it

along with its neighborhood in each iteration [27] . We then take

the complement of this set to find G ′ . Our motivation here is to

initially assign as much VNRs as possible without having to deal

with conflict requirements. 

In Step 2, we sort the VNRs by their total revenue calculated

according to the maximum bandwidth requested by each virtual

link. Our goal here is to greedily assign the VNR with high revenue

so that total revenue increases. Steps 6–12 aim to assign each VNR

in the sorted set G ′ . If a feasible solution cannot be found, then the

VNR is put into the set of rejected VNRs �r in Line 8; otherwise,

it is put into the set of accepted VNRs �a in Line 10. 

We then proceed with assigning the VNRs in G \ G ′ . In Lines

14–16, we put all VNRs g ′ in set �a that have conflict with VNR

g into set D g . Line 17 checks whether accepting VNR g and reject-

ing all VNRs in D g generates higher revenue. Here, r 
gi 
max refers to
 p  
he revenue corresponding to b 
gi 
max and r 

g ′ i 
assigned 

refers to the rev-

nue corresponding to the bandwidth currently allocated to link i

f VNR g ′ . Our algorithm then checks whether a feasible resource

ssignment for VNR g can be made if the resources allocated to

he VNRs in D g are released. Lines 18–20 simulates the release of

andwidth allocated to the VNRs in D g . If a feasible assignment

annot be made for VNR g in Line 21, then Lines 22–24 reallocate

he bandwidth previously allocated to the VNRs in D g . On the other

and, if a feasible assignment can be made for VNR g , then Lines

6–29 accept VNR g and reject all VNRs in D g . 

Table 3 outlines the part of our algorithm to assign resources

o a certain VNR on the substrate network. Widest path problem ,

.k.a. the bottleneck shortest path problem or the maximum ca-

acity path problem, is to find a path between two designated

ertices in a given graph while maximizing the weight of the

inimum-weight edge on the path. A similar problem called the

inimax path problem asks for the path that minimizes the maxi-

um weight of any of its edges. Any algorithm for the minimax

ath problem, and vice versa, can be transformed into an algo-

ithm for the widest path problem by replacing every edge weight

y its negation [29] . Edge weights correspond to the remaining ca-

acity of each substrate link in our case. Lines 3–4 of function As-
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Table 3 

VNR assignment. The references cited in this table is [28] . 

s  

f  
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s  

o  

g  

o  
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m  

s  

b  

t  

s  

r  

e  

c  

p  

0  

t  

[

 

s  
ignVNR perform this negation. For each link of the VNR, line 7 of

unction AssignVNR employs a heuristic algorithm for the widest

ath problem by implementing a heuristic algorithm for the min-

max path problem in the negated graph. If the bandwidth value

 returned by line 7 is smaller than the minimum required band-

idth b 
gi 
min 

for link i , then an infeasible solution is returned for the

ntire VNR. Otherwise, the found path is assigned to the virtual

ink together with the maximum possible bandwidth correspond-

ng to the available bandwidth levels. Note that assigning a path

or a virtual link also implies assigning each endpoint of the vir-

ual link to a substrate node. Paths corresponding to the virtual

inks incident to a specific virtual node have to ensure that the

irtual node is assigned to the same substrate node. To this end,

hen the first incident link of a virtual node is assigned some

ath, Lines 14–17 of function AssignVNR updates the source (desti-

ation) node of all virtual links incident to this virtual node as the

ubstrate node assigned to this first virtual link, i.e., the neighbor

f the virtual node s gi ( d gi ) on the assigned path. Our heuristic al-

orithm clearly has a polynomial-time complexity since it consists

f a polynomial number of iterations and each operation includ-

ng the heuristics for maximum independent set and widest path

roblems takes polynomial time. 
. Simulation results 

As in [7,14,30] , we generate the substrate and virtual network

opologies using GTITM [31] . The capacity of each substrate link

s uniformly distributed between 15 and 30. We evaluate the im-

act of our flexible bandwidth scheme by comparison with the

tatic bandwidth scheme results. In the flexible bandwidth scheme,

ach virtual link has minimum required bandwidth b min = 6 and

aximum required bandwidth b max = 14 . In the static bandwidth

cheme, the bandwidth requested by each virtual link is b max =
 min = 10 . The offered bandwidth values are {6, 8, 10, 12, 14} and

he revenue values corresponding to them are {2, 5, 8, 11, 14}, re-

pectively. In other words, if the bandwidth value is 6, then its

evenue is 2; if the bandwidth value is 8, then its revenue is 5

tc. We take the mean value of 50 experiments. Each experiment

onsists of a randomly generated substrate network such that each

air of substrate nodes are adjacent to each other with probability

.5. The number of virtual nodes in each VNR is uniformly dis-

ributed between 2 and 10. A similar simulation scenario exists in

14] . 

We first evaluate the impact of the number of VNRs. We set the

ubstrate network size to 30 nodes and the conflict ratio to 20%;
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Fig. 3. Comparison of CPLEX and heuristic algorithm outputs of flexible and static bandwidth schemes for varying number of VNRs. 

Fig. 4. Comparison of CPLEX and heuristic algorithm outputs of flexible and static bandwidth schemes for varying substrate network size (number of substrate nodes). 
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i.e., 20% of the VNR pairs have conflict. Fig. 3 a demonstrates that

the average revenue increases linearly as the number of VNRs in-

creases. Furthermore, flexible bandwidth management scheme we

propose in this paper yields significantly better results than the

fixed bandwidth scheme. Moreover, the performance of our heuris-

tic algorithm is close to the performance of CPLEX results. Fig. 3 b

displays the acceptance ratio of VNRs in the same simulation sce-

nario. The average acceptance ratio decreases as the number of

VNRs increases. In addition, the performance of our heuristic algo-

rithm is close to the performance of CPLEX solutions. Furthermore,

Fig. 3 b also demonstrates that the static bandwidth scheme may

yield higher acceptance ratio since the flexible bandwidth scheme

may reject a certain set of VNRs in order to accept a VNR, most/all

of the links of which can be allocated their maximum bandwidth

value. 

We then evaluate the impact of the substrate network size by

varying the number of substrate nodes. We set the number of

VNRs to 15 and the conflict ratio to 20%. Fig. 4 a demonstrates that

the average revenue increases as the substrate network size in-

creases. However, when compared with Fig. 3 a, the impact of sub-

strate network size on revenue is less significant than the impact

of the number of VNRs. Furthermore, flexible bandwidth scheme

results in significantly higher revenue than the fixed bandwidth
cheme. Fig. 4 b shows the acceptance ratio of VNRs in the same

imulation scenario. The average acceptance ratio increases as the

ubstrate network size increases since a larger network can accom-

odate more VNRs. The performance of our heuristic algorithm

s very close to the performance of CPLEX. Furthermore, flexible

andwidth scheme results in significantly higher revenue. 

We then evaluate the impact of the conflict ratio. We set the

umber of VNRs to 15 and the size of the substrate network to 30.

ig. 5 a shows that the revenue drops as the conflict ratio increases.

he performance of our heuristic algorithm stays close to the per-

ormance of CPLEX even at higher conflict ratios. Fig. 5 b shows the

cceptance ratio of VNRs in the same simulation scenario. The av-

rage acceptance ratio naturally decreases as the conflict ratio in-

reases. 

Fig. 6 evaluates the joint impact of conflict ratio and varying

umber of VNRs. We set the size of the substrate network to 30

odes. Fig. 6 displays the CPLEX results of the flexible bandwidth

ase. As the conflict ratio increases, the linear relationship between

he number of VNRs and revenue remains although revenue in-

vitably drops in this case. Fig. 6 b shows that the drop rate of ac-

eptance ratio increases as the conflict ratio increases. 

Fig. 7 evaluates the joint impact of conflict ratio and vary-

ng substrate network size. We set the number of VNRs to 15.
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Fig. 5. Comparison of CPLEX and heuristic algorithm outputs of flexible and static bandwidth schemes for varying conflict ratio. 

Fig. 6. CPLEX output of flexible bandwidth scheme for varying conflict ratio and number of VNRs. 

Fig. 7. CPLEX output of flexible bandwidth scheme for varying conflict ratio and substrate network size. 
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Fig. 7 displays the CPLEX results of the flexible bandwidth case.

Substrate network size has more impact on the acceptance ratio

and revenue as the conflict ratio increases. Fig. 7 a shows that the

drop in the average revenue as the conflict ratio increases is higher

on a small substrate network. Fig. 7 b illustrates that similar behav-

ior exists for the acceptance ratio. 

5. Conclusion 

In this paper, we have formulated a secure virtual network

embedding problem as an integer linear program. Our formula-

tion ensures that the virtual networks of conflicting virtual net-

work operators are not cohosted on the same physical equipment.

Our formulation also offers flexible bandwidth management by en-

abling the virtual links to select among a range of possible band-

width values, each having a different revenue and thereby realiz-

ing any possible revenue function. We propose a polynomial-time

heuristic algorithm and evaluate the performance of our algorithm

by comparison with the results obtained from our integer linear

programming formulation using optimization software CPLEX. Our

simulation results demonstrate that our heuristic algorithm yields

very close results to the values obtained from CPLEX. Furthermore,

our numerical evaluation also demonstrates that our flexible band-

width management scheme results in higher revenue and higher

virtual network admission ratio compared to a fixed bandwidth

scheme consisting of only a single bandwidth level requested by

each virtual link. 

Possible future work is to extend this work by providing fair-

ness to the virtual network operators in terms of acceptance ratio

of their virtual network requests. This way, the tradeoff between

the revenue of the virtual network provider and satisfaction of the

virtual network operators can be addressed. 
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