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Abstract

Power consumption of information and communication technologies (ICT) has increasingly become an important issue in the last years. Both energy costs and environmental concerns call for energy aware “green” networking solutions in wired networks. Overlay routing is an attractive method to enhance the performance and reliability of routing mechanisms without the need to change the standards of the current underlying routing. In this work, we focus on overlay routing in wired networks from an energy efficiency perspective. We formulate an optimization problem called JORRA (Joint Overlay Routing and Relay Assignment), which jointly determines the overlay routing paths and relay nodes. We consider issues such as the relay costs, whether the network elements can be put into sleep mode or not as well as the energy efficiency and reliability tradeoff for source and destination pairs in the network. We formulate JORRA as an integer linear program and prove that it is APX-Hard in addition to being NP-Hard even in its special cases. We then show that another special case of JORRA admits a 2-approximation algorithm. Moreover, we propose two polynomial time heuristic algorithms and demonstrate through performance evaluation that our heuristics are suitable for practical implementation.

1. Introduction

Environmental concerns have increased in recent years mainly due to the increase in greenhouse gas emissions. To this end, the usage of renewable energy sources (such as solar panels and wind turbines) as opposed to traditional ones (such as coal and fuel) has gained importance [1]. These environmental concerns also have a technological aspect. For instance, wired networks have traditionally been designed without considering energy efficiency. However, there is a continuous increase in their energy consumption and therefore, energy efficiency has an increasing importance in wired networks. Already in 2007 information and communications technologies (ICT) industry accounted for 2% of the global CO2 emissions, same amount as global air travel [2]. Studies show that transmitting data through Internet takes more energy (in bits per Joule) than transmitting data through wireless networks [3]. This increasing energy consumption not only has an environmental cost but also a financial burden in terms of electricity costs and cooling equipments. For instance, powering wired networks in USA costs approximately 0.5–2.4 billion dollars per year [4].

Providing alternate paths for a set of source and destination pairs in a communication network achieves reliability and robustness against path failures. Overlay routing has been proposed in recent years as an effective method to achieve path diversity [5]. The alternate path that is different from the default (underlay) path is called an overlay path. To coordinate the communication over the alternate path, some nodes on the alternate path need to be
equipped with extra functionality. These nodes are called overlay nodes, relay nodes or infrastructure nodes. Some works in the literature such as [6] propose a routing strategy that finds a path passing through the intermediate (relay) nodes assuming that the intermediate nodes are predetermined. Some other works such as [5] study the reverse problem and focus on the relay placement problem where an overlay path is a path that consists of two shortest paths, one from the source to the relay node and another from the relay node to the destination. The work in [7] follows a similar strategy except that the cost of the relay nodes is also taken into account. In other words, the set of overlay paths is given as input to their optimization problem. To the best of our knowledge, ours is the first study that jointly determines the alternate paths and the relay nodes by also taking the relay costs into account.

It is estimated that switches, hubs, and routers consume 6 TW h per year in the US and costs about $500 million per year [8]. Some recent studies show that traffic load of the routers has little effect on their energy consumption. The main cause of energy consumption is the switched-on network elements such as routers and interfaces. Network elements are usually powered on 24/7 in the idle mode, during which they consume a large amount of energy. Therefore, researchers have proposed to put the devices into low-energy sleep states [3]. However, not all networking equipment can be put into sleep mode due to hardware limitations or topological constraints. For instance, authors in [3] state that the Internet hardware in 2003 does not have sleeping capability. Moreover, some equipments such as gateways may take a long time to switch to the active mode from the sleep mode and therefore putting these devices into sleep mode may not be preferred [9]. Most studies on energy-aware wired networks [4,10,11] focus on cases where all equipments can potentially be put into sleep mode. However, modern energy-aware devices that have sleep functionalities will have to coexist with devices that do not have these capabilities since it is not feasible to quickly upgrade all of the Internet hardware at least for a considerable amount of time. In this paper, while determining the alternate paths, we suggest favoring the paths that pass through the nodes that cannot be put into sleep mode. These devices will have to be in the active state in any case; therefore, having the alternate paths utilize these nodes instead of other nodes that can be put into sleep mode help decrease the overall energy consumption in the network. Note here that we do not force the alternate paths to pass through the nodes that cannot be put into sleep mode, if it is more advantageous in terms of other criteria such as reliability, then the routing solution offered by our model may not pass through the nodes that cannot be put into sleep mode. Our model basically takes into account the potential savings from energy consumption that passing through these nodes can offer. To the best of our knowledge, this paper is the first study that takes the different sleeping capabilities of the networking equipment into account.

On the one hand, making the alternate and default paths as disjoint as possible is important in order to increase reliability and robustness. On the other hand, putting the nodes and links that are not on a default or alternate path into sleep mode helps decrease the energy consumption. Therefore, increasing the overlapping edges between default and alternate paths help decrease the energy consumption in the network. Furthermore, each source and destination pair may have a different reliability and fault tolerance requirement depending on the applications they execute; i.e., some pairs may tolerate more overlap with the default path and other alternate paths, whereas some other pairs may tolerate very few or no overlap. In this paper, we address the reliability and energy efficiency tradeoff by also considering the heterogeneous fault tolerance requirements of different source and destination pairs. To the best of our knowledge, previous works on energy-aware routing in wired networks [10–13] do not address these heterogeneous requirements.

The rest of this paper is organized as follows: Section 2 discusses related work and summarizes our contributions. Section 3 provides our problem formulation, whereas Section 4 presents our NP-hardness and inapproximability results as well as approximation algorithms for some special cases of our formulated problem. Section 5 introduces our proposed heuristic algorithm. Section 6 presents simulation results and Section 7 concludes the paper.

2. Related work and summary of contributions

2.1. Related work

The usage of path diversity to provide fault tolerance and load balancing is initially introduced in [14] as diversity routing. Studies in [15] show that in 30–80% of the cases, an alternate path with significantly superior quality exists on the Internet. Another study [16] shows that more than 20% of Internet path failures are not recovered within 10 min. Advantages of alternate paths are investigated also by [17–19].

One way of achieving path diversity is overlay routing, which refers to the usage of alternate paths called overlay paths in addition to the default path between source and destination pairs. Overlay path passes through a strategically placed node called relay node, overlay node or infrastructure node. Relay nodes are equipped with extra functionality to coordinate the communication across the overlay path.

The work in [5] focuses on the problem of placing the relay nodes such that every pair has an overlay path that is as disjoint as possible from the default path and at the same time passes through a relay node. When it is not possible to achieve complete disjointness, a penalty metric is used for partially disjoint paths. The case where an overlay path consists of two shortest paths, one from the source node to the relay node and the other from the relay node to the destination node, is considered. In particular, authors focus on the problem of finding the positions of relays in the network such that every pair finds an overlay path that is maximally disjoint from the default path when the number of relay nodes is given.

The work in [6] proposes a routing strategy that routes traffic to the destination after ensuring that it passes through a pre-determined intermediate node. Their scheme is oblivious of and robust to any changes in the
traffic distribution. The focus is on coping with traffic uncertainty; issues such as overlaps between different paths are not addressed.

The deployment and management of overlay nodes over the physical infrastructure has a non-negligible cost since the overlay nodes have to be equipped with extra functionality. The work in [7] is the first work in the literature that takes into account the cost associated with deploying these relay nodes. Given a set of overlay and underlay paths, they focus on the problem of finding a set of overlay nodes with minimum total cost such that the required routing properties are satisfied. In this paper, unlike the works in [5–7], we focus on an optimization problem that jointly finds overlay paths and relay nodes. To the best of our knowledge, this paper is the first one in the literature that focuses on such a joint optimization. Moreover, as in [7], we also take into account the costs associated with deploying the relay nodes.

Green networking is a recent paradigm that aims to address the increasing energy consumption of ICT sector [3,2,20]. Due to environmental and financial reasons, green networking concept presents an energy efficiency perspective on traditional networking paradigms. To the best of our knowledge, overlay routing concept has not previously been studied from a green networking perspective. Hence, to our knowledge, this paper is the first study in the literature that focuses on overlay routing for green networks.

Up until the emergence of the green networking paradigm, keeping network elements in always-on state even when they are inactive has been the main trend. Research in green networks shows that the main cause of energy consumption in wired networks is these switched-on and idle network elements. Therefore, researchers propose to put the unused network elements into sleep mode in order to save power [3,10,12,21,22]. Studies in green networks assume that all networking devices can be put into sleep mode. Nevertheless, some networking equipments, especially old equipments, do not have this functionality [3] because of hardware limitations, etc. To the best of our knowledge, this paper is the first study in the literature that takes into account the fact that some networking devices cannot be put into sleep mode.

Green overlay routing not only requires an energy efficient routing scheme but also a reliable communication over the overlay network. There are several studies on energy efficient routing but ours is the first study on energy efficient overlay routing. In essence, this paper presents a routing algorithm that combines both energy efficiency and resilience of the network. There are many studies in the literature about energy efficient routing. In [12], energy efficiency is presented as the minimization of the number of edges in a multicommodity integral flow problem. For this purpose the number of active links in the network is minimized. Since multi-commodity integral flow problem is NP-complete, two heuristics are suggested. The first one removes the less loaded edges and checks if there is still a feasible solution without that edge and continues until there is no feasible solution. Second heuristic differs from the first one by making the edge selection randomly. A similar, but distributed approach is presented in [23], where idle or underutilized links are switched off if this action does not affect the network functionality. The process of switching on/off the links is fully decentralized; i.e., it takes local decisions at random intervals and hence enables a more robust solution with respect to centralized approaches. Another work related to energy efficient routing uses a Steiner tree based algorithm [24], where authors show that the method drastically increases the number of sleeping nodes and links in a network. Their algorithm generates a Steiner tree connecting the source and destination nodes. In addition, their method calculates bypass routes that replace long inefficient hop-count routes to decrease the traffic congestion on the Steiner tree.

Energy saving on a network can also be obtained by partial shut down of certain network elements according to their loads and traffic patterns. This approach is advocated in [25], where the energy consumption of network elements that is independent of traffic load is questioned. It is suggested that the energy consumption should be proportional to the current traffic load on that network element. This approach requires traffic engineering, which is not always possible since it is expensive for some systems to represent different network states in time domain due to critical data that should not be lost in the network.

Energy efficient network design is also important like energy aware routing. In [26], these two problems are addressed jointly and expressed as a mixed nonlinear integer program. Energy aware routing is expressed as a nonlinear multicommodity flow problem, where links and nodes are powered off in order to reduce the overall network power consumption. In [11], energy consumption models for nodes and different types of links are constructed like in a real world system. A mixed integer program is designed by taking the traffic matrix and link capacities of a real world system. The work compares the energy saving model to the worst case scenario where no nodes or links can be shut down.

In addition to overlay routing, placing the relay nodes over the overlay network requires a strategic method. In many of the previous works [5,7,27], overlay node selection is done before determining the overlay paths. In [27], random placement, node degree-based and traffic-aware greedy heuristic algorithms are presented. Finally, it is concluded from the experiments that a hybrid approach combining greedy and random approaches provides the best tradeoff between computational efficiency and accuracy. In contrast to previous studies, we do not make the relay node selection at first stage. Instead, we make a joint optimization of path selection and relay node selection.

2.2. Summary of contributions

Our contributions can be summarized as follows:

1. To the best of our knowledge, this paper is the first work that focuses on joint optimization of alternate path finding and relay node selection.

2. To the best of our knowledge, this paper is the first work that takes into account and utilizes the fact that some networking devices may not have sleeping capability.
3. Problem formulation

We model the network as an undirected graph $G = (V, E)$, where $V$ and $E$ represent the nodes and links, respectively, of the network. We are given a set of source and destination pairs $Q = \{(s_1, d_1), (s_2, d_2), \ldots, (s_p, d_p)\}, \text{ where } Q \subseteq V \times V$ and $p$ is the total number of source and destination pairs. Here source and destination pairs are ordered because there is an implicit directionality in the decision variables defined in Table 2. This implication will be further elaborated on in the paper. We are also given a set of underlay paths, $P_u$, that altogether connects each source node to the corresponding destination node. Underlay paths are default paths that are derived from the underlying routing scheme. Furthermore, the following cost functions are also provided as input to our problem formulation:

- A weight function $W_1 : V - \cup_{\{s, d\}} \rightarrow \mathbb{R}$ that indicate the cost associated with relay selection. Note that the set of source and destination nodes is excluded from the domain of $W_1$ because source and destination nodes cannot be selected as relay nodes (as also stated in [7]).
- A weight function $W_2 : V \rightarrow \mathbb{R}$ that indicate the cost associated with the energy consumption of the nodes.
- A weight function $W_3 : E \rightarrow \mathbb{R}$ that indicate the cost associated with the energy consumption of the links.

Table 1 outlines the input variables fed to our optimization problem. In essence, the variable $t_{ij}$ is a function of the input variable $t_i$. In other words, the values for $t_{ij}$ are actually enforced by the values for $t_i$; i.e., $t_{ij}$ variables are not actually input variables. However, for better clarity, we state $t_{ij}$ as input variable in Table 1. The fact that both ends of a link can be put into sleep mode implies that the link can be put into sleep mode; i.e., $t_{ij} = t_i = 0$. Moreover, the fact that any one end of a link cannot be put into sleep mode implies that the link cannot be put into sleep mode; i.e., $t_i \leq t_j$ and $t_i \leq t_j$ since having either $t_i = 1$ or $t_j = 1$ enforces that $t_{ij} = 1$. To summarize, the relationship between $t_i$ and $t_{ij}$ can be expressed as follows: $t_i \leq t_{ij} \leq t_i + t_j$ and $t_{ij} \leq t_j$.

Table 2 outlines the decision variables used by our integer linear programming formulation. The variable $x_{ij}$ equals 0 if either $x_i = 1$ or $x_j = 1$. Besides, $x_i = 0$ if both $x_i = 0$ and $x_j = 0$. In other words, $x_i = 1$ if the edge between node $i$ and $j$ is used in either direction, whereas there is an implicit directionality from $i$ to $j$ in variable $x_{ij}$. To put it in another way, $x_{ij} = x_{ji}$; however, it is not necessarily true that $x_{ij} = x_j$. Similar situation holds for the decision variables $x_{ij}$, $x_{ki}$ and $x_{ij}$.

Each link belonging to any of the overlay paths consume energy that is equal to $W_3^{ij}$; hence, total energy consumption of the links that are part of the resulting overlay routing paths is equal to $\sum_{i=1}^{V} \sum_{j=1}^{V} W_3^{ij} x_{ij}$. Besides, among the links that are not part of any overlay path, the ones that cannot be put into sleep mode have an additional energy consumption, which is equal to $\sum_{i=1}^{V} \sum_{j=1}^{V} t_{ij} W_3^{ij}(1 - x_{ij})$. A similar situation exists for the nodes of the network: Each node belonging to any of the overlay paths consume energy that is equal to $W_2^{i}$; hence, total energy consumption of the nodes that are part of the resulting overlay routing paths is equal to $\sum_{i=1}^{V} W_2^{i} n_i$. Likewise, among the nodes that are not part of any overlay path, the ones that cannot be put into sleep mode have an additional energy consumption, which is equal to $\sum_{i=1}^{V} W_2^{i}(1 - n_i)$.

As a result, the objective function of our integer linear programming (ILP) formulation for JORRA is as follows:

$$\min \left( \sum_{i=1}^{V} \sum_{j=1}^{V} W_3^{ij} x_{ij} + \sum_{i=1}^{V} \sum_{j=1}^{V} t_{ij} W_3^{ij}(1 - x_{ij}) + \sum_{i=1}^{V} W_2^{i} n_i + \sum_{i=1}^{V} t_i W_2^{i}(1 - n_i) \right)$$

(1)

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Table for input variables.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$W_1^{i}$</td>
<td>The cost incurred if node $i$ is selected as a relay</td>
</tr>
<tr>
<td>$W_2^{i}$</td>
<td>The energy consumption of node $i$</td>
</tr>
<tr>
<td>$W_3^{ij}$</td>
<td>The energy consumption of the link that connects node $i$ and $j$</td>
</tr>
<tr>
<td>$g^{ij}$</td>
<td>$\begin{cases} 1 &amp; \text{if graph } G \text{ contains the edge that connects vertices } i \text{ and } j \ 0 &amp; \text{otherwise} \end{cases}$</td>
</tr>
<tr>
<td>$t_{ij}$</td>
<td>$\begin{cases} 1 &amp; \text{if vertex } i \text{ cannot be put into sleep mode} \ 0 &amp; \text{otherwise} \end{cases}$</td>
</tr>
<tr>
<td>$t_{ij}$</td>
<td>$\begin{cases} 1 &amp; \text{if the edge that connects vertices } i \text{ and } j \text{ cannot be put into sleep mode} \ 0 &amp; \text{otherwise} \end{cases}$</td>
</tr>
<tr>
<td>$u_{ij}$</td>
<td>$\begin{cases} 1 &amp; \text{if the edge that connects vertices } i \text{ and } j \text{ is on an underlay path} \ 0 &amp; \text{otherwise} \end{cases}$</td>
</tr>
<tr>
<td>$k_p \in Z$</td>
<td>Maximum number of links that path $p$ is allowed to share with other (overlay or underlay) paths</td>
</tr>
<tr>
<td>$r \in Z$</td>
<td>Upper bound (threshold value) for the total relay cost</td>
</tr>
</tbody>
</table>
states that and of the pair has to be equal to zero. We model these require-
ments with the following constraint:

\[ x_{ij} \leq g_{ij}; \quad \forall i, j \]  

The following constraints model the relationships among the decision variables \( x_{ij}, x_{ji}, \) and \( x_{ij} \):

\[ x_{ij} \leq x_{ji} \leq x_{ij} + x_{ji}; \quad \forall i, j \]  

\[ x_{ij} \geq x_{ji}; \quad \forall i, j \]  

A node is part of the overlay routing paths if any of its incident edges is selected as part of the overlay paths. Besides, if none of the incident edges of a node is selected, then the node is not part of the overlay routing paths. This relationship of the variables \( x_{ij} \) with the variable \( n_i \) can be represented with the following set of constraints:

\[ x_{ij} \leq n_i \leq \sum_{j=1}^{P} x_{ij}; \quad \forall i, j \]  

Relationship between the variables \( x_{ij} \) and \( x_{ij} \) also needs to be modeled. If \( x_{ij} = 0 \), then \( x_{ij} \) variables have to be equal to zero for all pairs \( p \). In addition, if \( x_{ij} = 0 \) for all pairs \( p \), then \( x_{ij} \) has to be equal to zero. We model these requirements with the following constraints:

\[ x_{ij} \leq x_{ij} \leq \sum_{p=1}^{P} x_{ij}; \quad \forall i, j, p \]  

For a particular pair \( p \), the pertinent \( x_{ij} \) variables need to form a path from the source node \( s_p \) to the destination node \( d_p \) of the pair \( p \). The following constraints achieve this goal:

\[ \sum_{j=1}^{P} x_{ij} - \sum_{j=1}^{P} x_{ji} = \begin{cases} 1; & \text{if } i = s_p \\ -1; & \text{if } i = d_p \\ 0; & \text{otherwise} \end{cases} \]  

Recall that the variable \( x_{ij} \) is 1 if either \( x_{ij} = 1 \) or \( x_{ij} = 1 \). Besides, \( x_{ij} = 0 \) if both \( x_{ij} = 0 \) and \( x_{ij} = 0 \). In other words, \( x_{ij} = 1 \) if the edge between node \( i \) and \( j \) is used in either direction, whereas there is an implicit directionality from \( i \) to \( j \) in the variable \( x_{ij} \). To put it in another way, \( x_{ij} = x_{ji} \); however, it is not necessarily true that \( x_{ij} = x_{ji} \). This relationship can be modeled by the following constraints:

\[ x_{ij} \geq x_{ji}; \quad \forall i, j, p \]  

\[ x_{ij} \leq x_{ji} \leq x_{ij} + x_{ji}; \quad \forall i, j, p \]  

The definition of the variable \( s_{ij} \) states that \( s_{ij} = 1 \) if \( u_j = 1 \). Moreover, \( s_{ij} = 1 \) if \( x_{ij} = 1 \) for some \( p \neq p \). In all other cases, \( s_{ij} = 0 \); in other words, if all of \( u_j \) and \( x_{ij} \) variables equal zero, then \( s_{ij} = 0 \). To put it in another way, \( s_{ij} = 1 \) if the link between node \( i \) and node \( j \) is used by some underlay path or another overlay path different from path \( p \). We can model these requirements by the following constraints:

\[ u_j \leq s_{ij}; \quad \forall i, j, p \]  

\[ x_{ij} \leq s_{ij} \leq u_j + \sum_{p=1}^{P} x_{ij}; \quad \forall i, j, p \neq p' \]  

The definitions of the variables \( y_{ij}, x_{ij} \) and \( s_{ij} \) imply that \( y_{ij} = x_{ij} \times s_{ij} \). In other words, \( y_{ij} = 1 \) if the link between node \( i \) and node \( j \) is used by the path connecting pair \( p \) and it is shared with some underlay or another overlay path. We model this product of the decision variables by the following constraints:

\[ y_{ij} \leq x_{ij}; \quad \forall i, j, p \]  

\[ x_{ij} + s_{ij} - 1 \leq y_{ij} \leq s_{ij}; \quad \forall i, j, p \]  

Maximum number of links that path \( p \) is allowed to share with other overlay/underlay paths is \( k_p \). This requirement can be modeled with the following constraint:

\[ \sum_{i=1}^{P} \sum_{j=1}^{P} y_{ij} \leq k_p; \quad \forall p \]  

The definition of \( m_{ij} \) states that \( m_{ij} = 1 \) if vertex \( i \) is on the overlay path of pair \( p \), and \( m_{ij} = 0 \) otherwise. The following constraint achieves this condition:
\[ x_{ijp} \leq m_{ip} \leq \sum_{j=1}^{[V]} x_{ijp}; \quad \forall i, j, p \] (15)

Note that a node that is not on any overlay path cannot be selected as a relay node. This requirement can be modeled as follows: \[ z_i \leq \sum_{j=1}^{[V]} x_{ijp}. \] Furthermore, note that the definitions of the decision variables \( w_{ip}, m_{ip} \) and \( z_i \) imply that \( w_{ip} = m_{ip} \times z_i \). We can model all of these requirements by the following set of constraints:

\[ w_{ip} \leq z_i \leq \sum_{j=1}^{[V]} x_{ijp}; \quad \forall i, p \] (16)

\[ z_i + m_{ip} - 1 \leq w_{ip} \leq m_{ip}; \quad \forall i, p \] (17)

The following constraint ensures that there is at least one relay node on each overlay path so that the communication over each overlay path can be coordinated:

\[ \sum_{i=1}^{[V]} w_{ip} \geq 1; \quad \forall p \] (18)

Total cost of deploying relay nodes should not exceed a predetermined value denoted by the input variable \( r \). The following constraint serves this purpose:

\[ \sum_{i=1}^{[V]} (x_{ijp} - 1) z_i \leq r \] (19)

Finally, the constraint that all decision variables need to be binary decision variables can be stated as follows:

\[ x_g, x_q, x_{ip}, x_{ijp}, n_i, y_{ip}, s_{ijp}, z_i, m_{ip}, w_{ip} \in \{0, 1\} \] (20)

4. Computational complexity

4.1. Preliminaries

Approximation algorithms: Let \( \Pi \) be a minimization problem and \( \rho \geq 1 \). A (feasible) solution \( s \) of an instance \( I \) of \( \Pi \) is a \( \rho \)-approximation if its objective function value \( O_I(s) \) is at least a factor \( \rho \) of the optimal objective function value \( O_I(I) \) of \( I \), i.e., \( O_I(s) \leq \rho O_I(I) \). An algorithm ALG is said to be a \( \rho \)-approximation algorithm for a minimization problem \( \Pi \) if ALG returns a \( \rho \)-approximation for every instance \( I \) of \( \Pi \) supplied to it. A problem \( \Pi \) is said to be \( \rho \)-approximable if there is a polynomial-time \( \rho \)-approximation algorithm for it. \( \Pi \) is said to be \( \rho \)-inapproximable if there is no polynomial-time \( \rho \)-approximation algorithm for it unless \( P = NP \). If there exists a constant \( \rho \) such that there is a \( \rho \)-approximation algorithm for a problem \( \Pi \), then \( \Pi \) is said to be \( \rho \)-approximable. If there exists a constant \( \rho \) such that \( \Pi \) is \( \rho \)-inapproximable, then \( \Pi \) is said to be \( \rho \)-approximable to a certain degree.

Suppose that we have two optimization problems \( \Pi \) and \( \Pi' \) such that instances of one problem can be mapped onto instances of the other in a way that nearly-optimal solutions to instances of the latter problem can be transformed back to yield nearly-optimal solutions to the former. This way, if we have an approximation algorithm for problem \( \Pi' \), and an efficient approximation-preserving reduction from problem \( \Pi' \) to problem \( \Pi' \), by composition we obtain an approximation for problem \( \Pi \). More formally, an approximation preserving (polynomial time) reduction from a minimization problem \( \Pi \) to a minimization problem \( \Pi' \) is a pair of algorithms \((f, g)\) such that \( a \) \( f \) transforms every instance \( I \) of \( \Pi \) to an instance \( I' = f(I) \) of \( \Pi' \), and \( b \) \( g \) transforms every \( \rho \)-approximation \( \gamma' \) of \( I' = f(I) \) to a \( \rho \)-approximation \( g(\gamma') \) of \( I \). We denote this fact by \( \Pi \leq_{APX} \Pi' \). \( \Pi \) and \( \Pi' \) are said to be equivalent under approximation preserving reductions if \( \Pi \leq_{APX} \Pi' \) and \( \Pi' \leq_{APX} \Pi \). If \( \Pi \leq_{APX} \Pi' \), then if there exists a \( \rho \)-approximation algorithm for \( \Pi' \), we can then get a \( \rho \)-approximation algorithm for \( \Pi \). Likewise, if \( \Pi \) cannot have a \( \rho \)-approximation algorithm unless \( P = NP \), then \( \Pi' \) is also \( \rho \)-inapproximable.

Steiner tree problem: Given an undirected graph \( G = (V, E) \) with nonnegative edge costs and whose vertices are partitioned into two sets, required and Steiner, Steiner Tree problem is to find a minimum cost tree in \( G \) that contains all the required vertices and any subset of the Steiner vertices \([28]\).

Steiner forest/minimum point-to-point connection problem: Given an undirected graph \( G = (V, E) \), a nonnegative cost function on edges and a collection of disjoint subsets of \( V \) referred to as a set of source and destination pairs, i.e., \( Q \subseteq \{(s_1, d_1), (s_2, d_2), \ldots, (s_p, d_p)\} \) where \( Q \subseteq V \times V \) and \( P \) is the total number of source and destination pairs, Steiner Forest problem is to find a minimum cost subgraph in which each pair of vertices belonging to the same set \((s_p, d_p)\) is connected. We can restate the problem in the following way: Define a connectivity requirement function \( r \) that maps unordered pairs of vertices to \( \{0, 1\} \) as follows:

\[ r(u, v) = \begin{cases} 1; & \text{if } u \text{ and } v \text{ belong to the same set } (s_p, d_p), \\ 0; & \text{otherwise} \end{cases} \] (21)

Steiner Forest problem is to find a minimum cost subgraph \( F \) that contains a \( u - v \) path for each pair \((u, v)\) with \( r(u, v) = 1 \). In general, the solution will be a forest. Steiner Forest problem appears in the literature also under the name of Minimum Point to Point Connection problem \([29]\).

Minimum cost edge-disjoint paths problem: Given an undirected graph \( G = (V, E) \), a nonnegative cost function on edges and \( Q \) as defined previously, Minimum Cost Edge Disjoint Paths problem is to find a minimum cost subgraph in which each pair of vertices belonging to the same set \((s_p, d_p)\) is connected and the paths connecting the source and destination pairs have no common edges. In other words, Minimum Cost Edge Disjoint Paths problem is to find a Steiner forest with the property that each path is mutually edge-disjoint.

4.2. Complexity of JORRA problem

Theorem 1. Steiner Tree \( \leq_{APX} \) JORRA.

Proof. We can show that Steiner Tree problem is a special case of JORRA problem as follows: Let \( W_2 = t_i = u_j = 0 \forall i, j \); i.e., energy consumption of the nodes equals zero, all nodes can be put into sleep mode, and there are no underlay paths. Furthermore, let \( k_p = r = M \forall p \), where
M is a very large number. Moreover, let \( s_p = s_{tp} \) and \( d_p \neq d_{tp} \forall p, p' \in \{1, 2, \ldots, P\} \); i.e., a single node is the source node for all pairs, whereas all destination nodes are distinct. In this special case, second, third and fourth terms of the objective function in (1) equal zero, constraints (10)-(14), which are related to the sharing of edges among the overlay paths, as well as constraints (15)-(19), which are related to relay costs, are redundant and hence can be removed from the formulation. This special case corresponds to the Steiner Tree problem, where the vertices corresponding to the source node and destination nodes are the required vertices and all other vertices are Steiner vertices. □

**Corollary 1.** There exists a \( 1 + (\ln 3)/2 \)-approximation algorithm for the special case of the JORRA problem, where \( W^j_{2} = t_i = u_j = 0 \forall i, j, k_p = r = M \forall p \), where \( M \) is a very large number, and \( s_p = s_{tp} \) and \( d_p \neq d_{tp} \forall p, p' \in \{1, 2, \ldots, P\} \).

**Proof.** This special case corresponds to the Steiner Tree problem, for which there is a \( 1 + (\ln 3)/2 \)-approximation algorithm [30]. □

**Corollary 2.** JORRA problem is NP-Hard in the strong sense even when \( W^j_{2} = t_i = u_j = 0 \forall i, j, k_p = r = M \forall p \), where \( M \) is a very large number, the underlying network is a complete graph with \( W^j_{2} \in \{1, 2\} \) \forall i, j, and \( s_p = s_{tp} \) and \( d_p \neq d_{tp} \forall p, p' \in \{1, 2, \ldots, P\} \).

**Proof.** The special case of Steiner Tree problem where the underlying graph is complete and all edge weights are either 1 or 2 is referred to in the literature as Steiner(1, 2). Due to Theorem 1 and the fact that Steiner(1, 2) \( \subseteq_{APX} \) Steiner Tree, Steiner(1, 2) \( \subseteq_{APX} \) JORRA. Since Steiner(1, 2) is NP-Hard in the strong sense [31], Corollary 2 holds. □

**Corollary 3.** JORRA problem is APX-Hard even when \( W^j_{2} = t_i = u_j = 0 \forall i, j, k_p = r = M \forall p \), where \( M \) is a very large number, the underlying network is a complete graph with \( W^j_{2} \in \{1, 2\} \) \forall i, j, and \( s_p = s_{tp} \) and \( d_p \neq d_{tp} \forall p, p' \in \{1, 2, \ldots, P\} \).

**Proof.** As proved in Theorem 1 and Corollary 2, this special case corresponds to the Steiner(1, 2) problem, which is APX-Hard [31]. □

**Corollary 4.** There exists a 1.28-approximation algorithm for the special case of JORRA problem where \( W^j_{2} = t_i = u_j = 0 \forall i, j, k_p = r = M \forall p \), where \( M \) is a very large number, the underlying network is a complete graph with \( W^j_{2} \in \{1, 2\} \) \forall i, j, and \( s_p = s_{tp} \) and \( d_p \neq d_{tp} \forall p, p' \in \{1, 2, \ldots, P\} \).

**Proof.** This special case corresponds to the Steiner(1, 2) problem, for which there exists a 1.28-approximation algorithm [31]. □

**Corollary 5.** The special case of the JORRA problem where \( W^j_{2} = t_i = u_j = 0 \forall i, j, k_p = r = M \forall p \), where \( M \) is a very large number, the underlying network is a complete graph with \( W^j_{2} \in \{1, 2\} \) \forall i, j, \( s_p = s_{tp} \), and \( d_p \neq d_{tp} \forall p, p' \in \{1, 2, \ldots, P\} \) is APX-complete. □

**Proof.** This result follows from Corollaries 3 and 4, which state that this special case is APX-Hard and in APX, respectively. □

**Theorem 2.** Steiner Forest \( \subseteq_{APX} \) JORRA.

**Proof.** We can show that Steiner Forest problem is a special case of JORRA problem as follows: Let \( W^j_{2} = t_i = u_j = 0 \forall i, j \); i.e., energy consumption of the nodes equals zero, all nodes can be put into sleep mode, and there are no underlay paths. Furthermore, let \( k_p = r = M \forall p \), where \( M \) is a very large number. This special case corresponds to the Steiner Forest problem, which also appears as Minimum Point to Point Connection problem in the literature, and hence Theorem 2 follows. □

**Corollary 6.** There exists a \( 2 - (1/P) \)-approximation algorithm for the special case of the JORRA problem, where \( W^j_{2} = t_i = u_j = 0 \forall i, j, k_p = r = M \forall p \), where \( M \) is a very large number.

**Proof.** As proved in Theorem 2, this special case corresponds to the Steiner Forest problem, for which there exists a \( 2 - (1/P) \)-approximation algorithm [32]. □

**Theorem 3.** Minimum Cost Edge Disjoint Paths \( \subseteq_{APX} \) JORRA.

**Proof.** We can show that Minimum Cost Edge Disjoint Paths problem is a special case of JORRA problem as follows: Let \( W^j_{2} = t_i = u_j = 0 \forall i, j \); i.e., energy consumption of the nodes equals zero, all nodes can be put into sleep mode, and there are no underlay paths. Furthermore, let \( r = M \), where \( M \) is a very large number, and \( k_p = 0 \forall p \). In other words, overlay paths are not allowed to share any edge with other overlay paths; i.e., they need to be edge-disjoint. This special case corresponds to the Minimum Cost Edge Disjoint Paths problem and hence the theorem follows. □

**Corollary 7.** JORRA problem is NP-Hard even when \( W^j_{2} = t_i = u_j = 0 \forall i, j, r = M \), where \( M \) is a very large number, \( k_p = 0 \forall p \) and \( P = 2 \).

**Proof.** As a consequence of Theorem 3, this special case corresponds to the Minimum Cost Edge Disjoint Paths problem with two pairs, i.e., \( P = 2 \). The work in [33] states that Minimum Cost Edge Disjoint Paths problem is NP-Hard even when \( P = 2 \); hence, the corollary follows. □

**Corollary 8.** JORRA problem is NP-Hard even when \( W^j_{2} = t_i = u_j = 0 \forall i, j, r = M \), where \( M \) is a very large number, \( k_p = 0 \forall p \) and the underlying network is a grid graph.
Proof. As a consequence of Theorem 3, this special case corresponds to the Minimum Cost Edge Disjoint Paths problem in a grid graph. The work in [34] states that Minimum Cost Edge Disjoint Paths problem is NP-Hard even when the underlying graph is a grid graph; hence, the corollary follows. □

5. Heuristic algorithms

Our analytical findings in Section 4 prove that JORRA is a computationally very difficult problem. Therefore, designing efficient heuristic algorithms for JORRA is vital. To this end, we propose in this section two polynomial-time heuristic algorithms for JORRA.

Both heuristics consist of three consecutive phases: path selection, path correction and relay node selection. In path selection phase, we construct overlay paths as an initial temporary solution. In path correction phase, we check these overlay paths, which were constructed in the path selection phase, for (in)feasibility. If any of these overlay paths causes a constraint violation, we discard this path and find an alternative path. In path correction phase, we use Yen’s k-shortest path algorithm [35] to find alternative paths. In relay node selection phase, we select relay nodes among the nodes constituting the overlay paths.

5.1. Minimum Cost Overlay Path Algorithm (MCOPA)

MCOPA is a greedy algorithm where most of the work is done in path correction phase. We first start by constructing a forest where all source and destination pairs are connected. Afterward, we choose the minimum energy paths, i.e., paths that have minimum total energy consumption of nodes and links for that particular source and destination pair, on the constructed forest as temporary overlay paths; this way, an initial solution, which completes the path selection phase, is obtained. This initial solution already satisfies the constraints specified in (2)–(13) since the selected temporary paths are on the input graph and they ensure the connectivity of the source and destination pairs. The remaining constraints (14)–(20) are not completely satisfied until the path correction and relay selection phases are finished.

After path selection, path correction is done on the temporary overlay paths. Path correction is mainly associated with constraint (14), which states that the maximum number of links that an overlay path $p$ is allowed to share with other overlay and underlay paths is $k_p$. In order to satisfy this constraint, we check if any of the overlay paths violate this constraint and we detect the pairs causing the constraint violation. We correct the overlay paths of the violating pairs by finding alternative paths for those pairs by using Yen’s k-shortest path algorithm [36].

After correcting all violations in overlay paths, MCOPA continues with relay selection phase and ensures that total relay cost does not exceed the given upper bound $r$. We select relay nodes among the nodes belonging to overlay paths and we do not select a node as a relay if that node is a source or destination of an overlay path. We also ensure that each source and destination pair has at least one relay node on the overlay path that connects them. Therefore, in relay selection phase we satisfy the constraints (15)–(20).

Algorithm 1 describes MCOPA, which takes as input the following: $G = (V, E)$, the set of source and destination pairs $Q = \{(s_1, d_1), \ldots, (s_p, d_p), \ldots, (s_q, d_q)\}$, the set of underlay paths $U = \{u_1, \ldots, u_p, \ldots, u_q\}$, the set of upper limits for edge sharing $K = \{k_1, \ldots, k_p, \ldots, k_q\}$, the upper bound $r$ for total relay cost and cost matrices $W_1 = [W_1^i], W_2 = [W_2^i]$ and $W_3 = [W_3^i]$. $W_i^j$ indicates the relay cost and $W_3^i$ indicates the energy consumption of the node $i$. $W_3^j$ gives the energy consumption of the link between node $i$ and node $j$. The output parameters are the set of overlay paths $Φ$ and the set of relay nodes $R$. $F$ indicates the forest where all source and destination pairs are connected.

Algorithm 1. Minimum Cost Overlay Path Algorithm (MCOPA).

| Require: $G, Q, U, K, r, W_1, W_2, W_3$ |
| Ensure: $Φ, R$ |
| 1: $Φ ← ∅$, $R ← ∅$, $F ← ∅$ |
| 2: $(Φ, F) ← PathSelectionMCOPA (G, Q, W_2, W_3)$ |
| $\quad$ $→$ Described in Table 4 |
| 3: $Φ ← PathCorrectionMCOPA (Φ, F, K, U)$ |
| $\quad$ $→$ Described in Table 5 |
| 4: if $Φ = ∅$ then |
| 5: $return$ $(∅, ∅)$ |
| 6: end if |
| 7: $R ← RelaySelectionMCOPA (Φ, Q, W_1, r)$ |
| $\quad$ $→$ Described in Table 6 |
| 8: $return$ $(Φ, R)$ |

In Line 2, path selection phase of MCOPA is executed. Path selection phase takes the graph $D$ and the set of source and destination pairs $Q$ as input. It constructs an initial solution by generating the set of initial overlay paths $Φ$. It also returns a forest $F$, which is later used in the path correction phase. The second phase is path correction, which is executed by calling PathCorrectionMCOPA(Φ, F, K) in Line 3. Path correction phase iteratively runs Yen’s k-shortest path algorithm [35] for the pairs having constraint violation. If path correction phase fails, it returns an empty set. In this case, there is no need to continue with relay selection; hence we terminate the algorithm immediately in Line 5 and declare that no feasible solution is found. After path correction, relay node selection phase is executed in Line 7, which takes as input the set of corrected overlay paths $Φ$ and upper bound $r$ for total relay cost. If the relay selection phase cannot find a feasible solution, it returns an empty set. Consequently, if MCOPA algorithm returns an empty set for either $Φ$ and/or $R$, it means the algorithm cannot find a feasible solution in that case. Detailed descriptions of the methods we use in Algorithm 1 are given as follows:

Undirected to directed graph conversion: We convert the undirected input graph $G$ to a directed and edge weighted graph since Dijkstra’s shortest path algorithm used in the path selection phase and Yen’s k-shortest path algorithm
do not handle the input graphs having both node weights and link weights. Therefore, we need an algorithm to convert an undirected graph with link and node weights to an equivalent directed graph having only link weights. Table 3 gives the outline of this conversion algorithm. In Line 2, $U$ is the set of vertices for the directed graph. In other words, $U$ is a copy of $V$, the vertex set of the original input graph. The set of edges $L$ is initially empty. In Lines 6 and 7, for each undirected edge, two directed edges are created. Weight of a directed edge is the summation of the weight of the original edge and the weight of the source node of the directed edge. This calculation basically provides a new weight function for edges so that a suitable input is prepared for Dijkstra’s algorithm, which assumes no weights on the vertices and uses the edge weights only. The function returns the directed graph in Line 11.

Path selection phase for MCOPA: Path selection phase for MCOPA creates an initial solution for the main algorithm MCOPA to begin with. Details of this phase are given in Table 4. It takes $G' = (V', E')$ and the set of source and destination pairs ($Q$) as input. It also takes node and link energy consumption matrices ($W_2$ and $W_3$) as input. The first step is to construct the minimum spanning forest of the input graph with respect to $W_2$ and $W_3$ in Line 3. Therefore, when we calculate the minimum spanning forest, we prune the graph $G$ by selecting the links and nodes having lower energy consumption. After calculating $MSF$ in Line 3, next step is to obtain an edge weighted digraph $D$ from $MSF$ which is undirected. Line 4 performs this task using the algorithm in Table 3. The reason for this conversion is to provide a graph in the right form for Dijkstra’s shortest path algorithm. After conversion to a directed graph, we detect the minimum energy paths for each source and destination pair ($s_p, d_p$) and construct the set of overlay paths in Lines 6 and 7. Afterward, we construct the graph $H$ in Lines 10 and 11 as follows: We first remove all edges and nodes except the ones on the minimum energy paths from $MSF$ and obtain the Steiner Forest $F$ in Line 10. We then add all edges and nodes of $G'$ that cannot be put into sleep mode to $F$ since these edges cause energy consumption in any case and hence they have to be part of the overlay graph when we calculate the total energy consumption. This way, we construct a graph $H$ where all source and destination pairs are connected with minimum energy consumption paths. Note that $H$ is not necessarily a forest since adding extra edges in Line 11 might cause some loops in graph $H$. $H$ contains all the links and nodes that cannot be put into sleep mode. Moreover, $H$ does not contain any link or node having sleep mode unless it resides on a minimum energy path connecting some source and destination pair. At the end of the phase, we return the directed version of $H$ since the next step of MCOPA requires a directed graph where Yen’s k-shortest path algorithm is used if necessary.

Table 3
Graph conversion algorithm.

| 1: function GraphConversion ($G' = (V', E'), W_2, W_3$) |
| 2: $U ← V', L ← \emptyset$ |
| 3: for all $e ∈ E'$ do |
| 4: $i$ ← source node of $e$ |
| 5: $j$ ← destination node of $e$ |
| 6: $d_1$ ← directed edge from $i$ to $j$ with weight ($W_2^i + W_3^i$) |
| 7: $d_2$ ← directed edge from $j$ to $i$ with weight ($W_2^j + W_3^j$) |
| 8: $L ← L \cup \{d_1, d_2\}$ |
| 9: end for |
| 10: $D ← (U, L)$ |
| 11: return $D$ |
| 12: end function |

Table 4
Path selection phase for MCOPA.

| 1: function PathSelectionMCOPA ($G' = (V', E'), Q = \{(s_p, d_p) | p = 1, …, P\}, W_2, W_3$) |
| 2: $Φ ← \emptyset, F ← \emptyset$ |
| 3: Construct the minimum spanning forest $MSF$ on $G'$ by using Prim’s algorithm wrt $W_2$ and $W_3$. |
| 4: $D ← GraphConversion(MSF, W_2, W_3)$ |
| 5: for all $(s_p, d_p) ∈ Q$ do |
| 6: $p$ ← Minimum energy path for $(s_p, d_p)$ on $D$ using Dijkstra’s algorithm |
| 7: $Φ ← Φ \cup \{p\}$ |
| 8: Mark all edges of $p$ as unremovable on $MSF$ |
| 9: end for |
| 10: $F ← MSF \setminus \{e ∈ MSF | e is not marked\}$ |
| 11: $H ← F \cup \{e ∈ E | e does not have sleep mode\}$ |
| 12: return $(Φ, GraphConversion(H, W_2, W_3))$ |
| 13: end function |
violations. In Line 18, we compare the size of $\Omega'$ with the previous set containing paths that have violations. If the number of paths having constraint violation is smaller, we choose $\pi$ as the best alternative for the path $p$ and then we proceed with the next overlay path with constraint violation.

$\kappa$ is the $k$ value given as an input to Yen’s $k$-shortest path algorithm. It is crucial to choose an appropriate $k$ value so that the $k$-shortest path algorithm finds enough number of alternative paths. Intuitively, a constant value for $k$ might not be suitable for all input graphs. As the size of the input graph increases, $k$ should increase as well. On the other hand, a larger graph might not necessarily imply that there are many alternative paths between source and destination nodes if the graph is sparse. Density of the input graph is a more determinative factor on $k$ rather than the number of edges. In a dense graph, it is more likely to find many alternative paths. Therefore, we take the graph density into consideration while choosing the value for $k$. We have experimentally seen that $k$ values that are proportional to the average degree of $G$, which is also an indicator of graph density, incur more feasible solutions. The average degree of a graph $G$ shows how many edges are in set $E$ compared to the number of vertices in set $V$. Because each edge is incident to two vertices and is counted while calculating the degree of both vertices, the average degree of an undirected graph is $2 \times |E|/|V|$. Therefore, we choose $k$ proportional to $2 \times |E|/|V|$. Another factor that we should take into account while choosing $k$ is the number of source and destination pairs $P$. When there is a high number of source and destination pairs, it is more likely for an overlay path to have shared links causing constraint violation. In this case, we need more alternative paths to correct constraint violations. Because of these reasons, we set $k$ to $|E|/|V| \times P$, which is used as the $k$ value for Yen’s $k$-shortest path algorithm.

We also use $\kappa$ for the termination condition of the while loop in Line 8. If the size of $\Omega$ does not change for $\kappa$ iterations, i.e. we cannot make any further improvements on the overlay paths having violation, we terminate the algorithm in Line 22. At the end of the phase, if we succeed to correct all paths having violation, we return the new set of overlay paths; otherwise, we return an empty set meaning that we could not find a feasible solution.

**Relay selection phase for MCOPA:** After determining overlay paths, the next step is to choose relay nodes. Each source destination pair should have at least one relay node that coordinates the communication among them along the overlay path. Relay node selection phase, which we outline in Table 6, is a simple greedy heuristic that selects relay nodes among nodes residing on overlay paths. In Line 3 we detect all nodes residing on an overlay path and collect them in the set $\Upsilon$. Afterward, we exclude the nodes that are either source or destination node from $\Upsilon$ (Line 4). For all nodes on overlay paths, we define a metric, which we call *relay metric*, to be used in determining whether the node will be selected as relay or not (Line 6). Relay metric is denoted as $r_\eta$ for node $\eta$, which is as follows:

$$r_\eta = \frac{W_\eta}{|p \in \Phi| p \ni \eta}$$  \hspace{1cm} (22)

where $p \ni \eta$ refers to a path $p$ that contains node $\eta$. Hence, $|p \in \Phi| p \ni \eta|$ refers to the number of overlay paths that contain node $\eta$. Recall that $W_\eta$ refers to the cost associated with selecting node $\eta$ as a relay node. Our rationale for using Eq. (22) is the following: As the relay cost $W_\eta$ of a
node \( \eta \) increases, its chances of being selected as a relay node decreases. In addition, as the number of overlay paths that contain the node increases, its chances of being selected as a relay node increases. Since the goal is to find a set of relay nodes with as little total cost as possible such that each overlay path has at least one relay vertex, a node with a higher relay cost might be a better candidate to be a relay node than the node with a lower relay cost if it resides on many overlay paths. We choose the node with the minimum relay metric \( r_0 \) (Line 10) and repeat relay metric calculation in each iteration. We repeat this process until all source and destination pairs have a relay node. At the end of each iteration, we recalculate in line 16 the relay metric for nodes that have not yet been selected as a relay node. We make this recalculation because in each iteration the number of pairs that a node can connect changes and this number might decrease or stay the same. This change affects the relay metric of nodes. Therefore, we update the relay metric of all nodes and make the relay selection over the updated values.

5.2. Minimum Cost Overlay Path Algorithm with Link Overlap Avoidance (MCOPA—LOA)

In our experimental analysis (see Section 6), we have seen that MCOPA does not perform well in terms of finding feasible solutions on sparse graphs. Therefore, it is necessary to design another algorithm that produces more feasible solutions. To this end, we propose (MCOPA—LOA), which is another greedy algorithm and an improved version of MCOPA. We outline (MCOPA—LOA) in Algorithm 2. Unlike MCOPA, MCOPA—LOA does not create a feasible forest in path selection phase (Line 3). Instead, it selects initial overlay paths in a way that avoids using any link that is already being used by an underlay path or overlay path. The algorithm does not completely forbid any link sharing but it discourages it by setting the energy cost of the already used links to a high value.

The algorithm has nearly the same steps of MCOPA except that the path selection phase (Line 3) does not create a feasible forest connecting all source and destination pairs. Another difference is that we convert the input graph to a directed graph at the very beginning and instead of the feasible forest, we give the full input graph \( D \) to the path correction phase (Line 3). In Line 6, the algorithm terminates if the path correction step is unsuccessful. Otherwise, it continues with relay node selection step (Line 8). Finally, it returns the set of overlay paths \( \Phi \) and the set of relay nodes \( R \).

### Algorithm 2. MCOPA—LOA

**Require:** \( G, Q, U, K, r, W_1, W_2, W_3 \)

**Ensure:** \( \Phi, R \)

1: \( \Phi \leftarrow \emptyset, R \leftarrow \emptyset \)
2: \( D \leftarrow \text{GraphConversion} \left( G, W_2, W_3 \right) \)
3: \( \Phi \leftarrow \text{PathSelectionMCOPALOA} \left( D, Q, U \right) \)
4: \( \Phi \leftarrow \text{PathCorrectionMCOPA} \left( \Phi, D, K, U \right) \)
5: if \( \Phi = \emptyset \) then
6: \( \text{return} \ (\emptyset, \emptyset) \)
7: end if
8: \( R \leftarrow \text{RelaySelectionMCOPA} \left( \Phi, Q, W_1, r \right) \)
9: \( \text{return} \ (\Phi, R) \)

Since path correction and relay node selection phases are the same as the ones used in MCOPA, we only give the details of path selection phase in Table 7.

#### Path selection phase for MCOPA—LOA:

Path selection phase of MCOPA—LOA is different from the one used in MCOPA in two aspects: First, MCOPA—LOA avoids the usage of a link by more than one path. Second, unlike MCOPA, MCOPA—LOA does not eliminate from the solution the network elements that have sleep mode and that are not on a minimum energy path between some source and destination pair.

First of all, we set the energy cost of all links on under-

<table>
<thead>
<tr>
<th>Table 6: Relay selection phase for MCOPA.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: function RelaySelectionMCOPA ( {\Phi = {p, q, r, . . . }, \Theta = {s, d, q, r, . . . }, r} )</td>
</tr>
<tr>
<td>2: ( R \leftarrow \emptyset ) ( \in ) R is the set of relay nodes, initially empty.</td>
</tr>
<tr>
<td>3: ( T \leftarrow {q \in \phi \in \Phi } ) ( \in ) T is the set of nodes on overlay paths.</td>
</tr>
<tr>
<td>4: ( T \leftarrow T - {s, d, q, r, . . . } ) ( \in ) Q</td>
</tr>
<tr>
<td>5: ( \text{for all} \ \eta \in T ) ( \text{do} )</td>
</tr>
<tr>
<td>6: ( r_0 \leftarrow {W_1} ) (</td>
</tr>
<tr>
<td>7: ( \text{end for} )</td>
</tr>
<tr>
<td>8: ( | ) ( \text{if} ) ( | ) ( \text{then break} )</td>
</tr>
<tr>
<td>9: ( \text{end while} )</td>
</tr>
<tr>
<td>10: ( \text{return} \emptyset )</td>
</tr>
</tbody>
</table>

### Table 7: Path selection phase for MCOPA—LOA. |

1: function PathSelectionMCOPALOA \( \left( G, W_2, W_3 \right) \)
2: \( \Phi \leftarrow \emptyset \)
3: \( \text{for all} \ \eta \in U \) \( \text{do} \)
4: \( \text{Set the energy cost of links on} \ \eta \ \text{to HIGH-COST on} \ G \)
5: \( \text{end for} \)
6: \( \text{while} \ |Q| > 0 \) \( \text{do} \)
7: \( \Psi \leftarrow \emptyset \) \( \in \) the set of minimum energy paths on \( G \) for all pairs in \( Q \)
8: \( \text{for all} \ \eta \in Q \) \( \text{do} \)
9: \( \text{\eta} \leftarrow \text{minimum energy path for} \ \eta \ \text{on} \ G \)
10: \( \Psi \leftarrow \Psi \cup \eta \)
11: \( \text{end for} \)
12: \( \text{for all} \ \eta \in Q \) \( \text{do} \)
13: \( \text{\eta} \leftarrow \text{minimum energy path for} \ \eta \ \text{on} \ G \)
14: \( \Psi \leftarrow \Psi \cup \eta \)
15: \( \text{end for} \)
16: \( \text{return} \) \( \emptyset \)
17: \( \text{end function} \)
lay paths to a high cost so that we obstruct overlay paths to share any links with underlay paths (Line 4). Afterward, we start determining initial overlay paths for source and destination pairs until all pairs have an overlay path (Line 6). In Lines 9 and 10, we calculate the minimum energy paths for each \((s_p, d_p)\) pair in \(Q\). Each path in the set of minimum energy paths is a candidate overlay path. Afterward, among these minimum energy paths in \(\Psi\), we take the path \(p\) with the shortest path length in terms of hop count and set this path as a definite overlay path for the corresponding source and destination pair \((s_p, d_p)\) (Lines 12, 13). Since path \(p\) is selected to be a definite overlay path, we should aim to make the sharing of this path’s links with other overlay paths as small as possible. For this purpose, in Line 14 we set the energy cost of all links on path \(p\) to a high cost value. Moreover, we remove \((s_p, d_p)\) from \(Q\) since this pair has an overlay path and should not be considered in the next iterations. The function returns the set of initial overlay paths \(\Phi\) as an output.

Path correction phase for MCOPA—LOA: Path correction phase is the same as the one used in MCOPA. Details can be found in Table 5. The only difference is that in MCOPA we give a forest as input parameter, whereas in MCOPA—LOA we give the whole graph \(D\) as input. This property of MCOPA—LOA might cause it to find more alternative paths and hence increases the possibility of correcting an overlay path with violated constraint(s). On the other hand, using the whole graph in this phase causes the total energy cost to be higher since there is no elimination of the network elements with sleep mode.

Relay selection phase for MCOPA—LOA: Relay node selection is the third and final step in MCOPA—LOA. If relay node selection returns an empty set, it means the algorithm has failed to find a feasible solution. Relay node selection phase is the same as the one used in MCOPA. Details can be found in Table 6.

5.3. Time complexity analysis of our proposed heuristics

5.3.1. Best case analysis

The best case for both MCOPA and MCOPA—LOA is the situation where the path selection phase creates overlay paths having no constraint violation. In this case, we would not need to execute the path correction phase and we would directly proceed to the relay selection. As for the relay selection, the best case occurs when we select a node as a relay node and this node already connects all source and destination pairs. Since only the path selection phase is specific to each heuristic, let us first determine the best case time complexity of the path selection phases. For the sake of simplicity, we assume that number of vertices is \(V\), number of edges is \(E\) and number of pairs is \(P\).

Path selection phase for MCOPA: The basic operations that are done in this phase are the calculation of the minimum spanning forest on the input graph, conversion of the input graph to a digraph and running Dijkstra’s algorithm for each source and destination pair. Other operations take constant time; hence, they can be ignored. We use Prim’s algorithm for MSF calculation with a priority queue. Complexity of this calculation is \(\Theta(E \log V)\) since we use a priority queue. Graph conversion algorithm in Table 3 basically consists of a single for loop where each iteration performs construction of two edges and adding these edges to the newly constructed graph. Since the for loop contains \(E\) iterations, the complexity of graph conversion algorithm is \(\Theta(E)\). Running the shortest path algorithm has \(\Theta(E \log V)\) complexity since we use Dijkstra’s algorithm with priority queue. Overall, the best case complexity of the path selection phase is \(\Theta(E \log V) + \Theta(E) + P \Theta(E \log V),\) which reduces to \(\Theta(P E \log V)\).

Path correction phase for MCOPA—LOA: Path selection phase of MCOPA—LOA mainly consists of a main while loop, which processes the list of the source and destination pairs \(Q\). Size of the list \(Q\) decreases exactly by one in each iteration. Single iteration of this while loop means running the shortest path algorithm for \(P\) times. Therefore, the best case complexity of this phase is as follows:

\[
\sum_{i=1}^{P} \Theta(E \log V) = \frac{P(P-1)}{2} \Theta(E \log V) = \Theta(P^2 E \log V) \tag{23}
\]

Path correction phase: The best case complexity of path correction phase for both heuristics is \(\Theta(1)\) because in the best case, overlay paths resulting from the path selection phase would cause no constraint violations. Therefore, complexity of the path correction phase has no impact on the best case complexity of MCOPA and MCOPA—LOA.

Relay node selection phase: The best case of this phase occurs when a single relay node is enough for all source and destination pairs. It means that the while loop in Line 9 of the relay selection phase in Table 6 executes just once. The first step is the calculation of the relay metric for the nodes that reside on the overlay paths. This step, i.e. the for loop in Line 6, has \(\Theta(V)\) complexity. Afterward, in the while loop we search for the node having the minimum relay metric, which also has \(\Theta(V)\) complexity. Since the while loop executes once in the best case, the overall complexity of the relay selection function phase is \(\Theta(V)\).

The best case time complexity of two heuristics is the summation of the complexity of three phases, namely path selection, path correction and relay selection. For MCOPA the best case complexity is \(\Theta(P E \log V) + \Theta(1) + \Theta(V)\), which reduces to \(\Theta(P E \log V)\), whereas for MCOPA—LOA the best case complexity is \(\Theta(P^2 E \log V) + \Theta(1) + \Theta(V)\), which reduces to \(\Theta(P^2 E \log V)\).

5.3.2. Worst case analysis

Worst case scenario for our heuristics occurs when all overlay paths obtained in the path selection phase have at least one violated constraint. In this case, we need to find another path for each pair in the path correction phase. Moreover, we should also consider the worst case of the relay node selection phase, which occurs when each source and destination pair has a distinct relay node that is
not shared with any other pair. In the following, we determine the worst case complexity of the three phases of our heuristic algorithms.

- **Path selection phase for MCOPA**: Recall that path selection operation is executed for all source and destination pairs. Therefore, path selection phase entails an inevitable computational work, which is the same for both worst case and best case scenarios. To this end, the worst case complexity of the path selection phase for MCOPA is \( \Theta(n \log V) \).

- **Path selection phase for MCOPA—LOA**: Like MCOPA, path selection phase of MCOPA—LOA has the same worst case complexity in its best case since it executes the same operation for each source and destination pair. Therefore, the worst case complexity of this phase for MCOPA—LOA is \( \Theta(P^2 E \log V) \).

- **Path correction phase**: Path correction phase is the same for both heuristics. In the worst case, all source and destination pairs would have at least one constraint violation requiring the path correction phase to run for each overlay path between source and destination pairs. For each pair, we need to run Yen’s k-shortest path algorithm and select the best alternative path among k-shortest paths and thereby reducing the number of pairs having constraint violation. Since we try all paths one by one in the for loop in line 12 of Table 5, in the worst case the for loop does not terminate until we get to the last path in the list A. Therefore, the path assignment and recalculation of the number of shared edges in the for loop in Line 12 executes \( k \) times. Moreover, in Line 14 recalculation of the number of shared edges has \( \Theta(P) \) complexity. Hence, if we denote the complexity of Yen’s k-shortest path algorithm by \( C_{\text{KSPA}} \), the worst case complexity of the outer for loop starting from Line 9 is \( P(C_{\text{KSPA}} + k \Theta(P)) \). The while loop in Line 8 terminates when the size of the paths with violations reduces to zero. Moreover, if the size of this list does not change for \( k \) iterations we terminate the while loop. The worst case of this while loop occurs when the size of the list reduces just by one and this reduction occurs once in \((k-1)\) iterations since \( k \) iterations without any change would cause the loop to terminate. Therefore, we need to multiply \( P(C_{\text{KSPA}} + k \Theta(P)) \) with \((k-1)\), which results in \( P^2 \kappa(C_{\text{KSPA}} + k \Theta(P)) \).

   The worst case complexity of Yen’s k-shortest path algorithm is \( C_{\text{KSPA}} = \Theta(kV(E + V \log V)) \) [36]. When we plug in \( \kappa = |E/V| \times P \) and \( C_{\text{KSPA}} = \Theta(kV(E + V \log V)) \), the worst case complexity of path correction phase becomes:

\[
P^2 \kappa(\Theta(kV(E + V \log V)) + \Theta(kP)) = P^2 \Theta(EV/|E/V| + \Theta(V^2)) = \Theta(E^2P^4(V + V \log V) + \Theta(V^3)) = \Theta(E^2P^4(E/V + \log V + P/V^2))
\]

- **Relay node selection phase**: The worst case of this phase occurs when each source and destination pair has its own distinct relay node and it does not share the relay node with any other pair. In other words, in the worst case, the while loop in Line 9 of the relay selection phase (see Table 2) executes \( P \) times. The first step of this phase is the calculation of the relay metric for the nodes that reside on the overlay paths. This step, i.e. the for loop in lines 5–7, has \( \Theta(V) \) complexity. Because in each iteration we recalculate the relay metric in Line 16 for all nodes on the overlay graph, the while loop in line 9 has \( \Theta(V) \) complexity for each iteration. Since we have \( P \) iterations of the while loop, in the worst case, complexity of the whole loop becomes \( \Theta(PV) \). Therefore, the overall worst case complexity is \( \Theta(PV) \).

The worst case complexity of MCOPA is \( \Theta(PE \log V) + \Theta(E^2P^4(E/V + \log V + P/V^2)) + \Theta(PV) \), which reduces to \( \Theta(E^2P^4(E/V + \log V + P/V^2)) \). For MCOPA—LOA, the worst case complexity is \( \Theta(P^2E \log V) + \Theta(E^2P^4(E/V + \log V + P/V^2)) + \Theta(PV) \), where the middle term dominates and the complexity becomes the same as in MCOPA. Therefore, we conclude that both heuristics have \( \Theta(E^2P^4(E/V + \log V + P/V^2)) \) worst case complexity. Furthermore, for dense graphs where \( E = \Theta(V^2) \), the worst case complexity becomes \( \Theta(P^2V^5 + P^3V^3) \) for both heuristics.

**6. Numerical evaluation**

In this section, the main objective of experiments is to comparatively evaluate the performance of MCOPA, MCOPA—LOA and CPLEX solutions under various parameter settings. In particular, we compare average energy consumption values and number of feasible outputs of two heuristics and CPLEX output. We implemented both heuristics in Java. ILP formulation in (1)–(20) is also implemented in Java with CPLEX Java library. As the problem size gets larger, CPLEX running times become too high and we have to change epgap parameter to a higher value. Default value of epgap is 0.0001 and it can take any value between 0.0 and 1.0. We set this parameter to 0.05 in our experiments.

In order to evaluate the performance of heuristics and compare them with the CPLEX output, it is required to generate input graphs and energy consumption values that are similar to the real life situation. We first generate input graphs and afterward, we set the link and node energy consumption values on input graphs.

**6.1. Input graph generation**

In our experiments, we basically make use of two topology generators. The first one is a random generator that implements Waxman’s topology model [37,38]. The second topology generator we use is INET topology generator [39], which reflects the characteristics of the Internet more closely than the Waxman generator [27]. Moreover, INET provides an AS-level Internet topology, whereas Waxman provides a router level topology.

Waxman topologies have a pre-determined number \( N \) of nodes, which are uniformly distributed over an \( n \times n \) grid.
grid, which implies that there are $N = n^2$ nodes and the domain size is $n \times n$. The probability of the existence of a link depends on parameters $x$ and $\beta$, where a higher $x$ indicates a higher number of links (a denser output graph) and a higher $\beta$ indicates that the density of long links is higher than the density of the short links. In our experiments with Waxman model, we take $\beta = 0.2$ and $x$ varying between 0.1 and 1.0. We change $x$ to obtain dense or sparse graphs and observe the impact of graph density on the performance of our heuristic algorithms.

INET topologies are similar to the AS-level topology of the Internet. They take as input the number of nodes, which should not be less than 3037. This number represents the number of ASs on the Internet in November 1997. Another important parameter for INET is the fraction of degree-one nodes, which slightly affects the density of the graph.

After generating the graph structure, the second step is to determine the link and node energy consumption values. Total energy consumption of the network consists of the energy consumption of the nodes and links. In order to assign realistic energy consumption values to links and nodes, we adopt the power benchmarking model presented in [40]. We consider a system consisting of network switches, some of which can be put into sleep mode. Moreover, the links between switches are Ethernet cables and as in [41], they can be put into sleep mode if both ends of the link can be put into sleep mode.

Energy consumption caused by cables can be ignored since cables are not active network elements; physically removing the cables from network has little effect on total energy consumption [42]. Therefore, we ignore the impact of cables in terms of energy consumption. On the other hand, while disconnecting the cable, if the associated network ports are also put into sleep mode, total energy consumption might decrease. Hence, we assume that the energy cost of a link is associated with the network ports where the link is connected. In summary, the energy consumption of a link is simply the sum of the energy consumptions of the associated network ports.

As mentioned by [43,40], total power consumption of a switch depends on the power consumption of the chassis, linecards and active ports on the linecards. Depending on the type of the switch, ports on the linecards of the switch can be put into sleep mode. A switch might have several linecards which can be put into sleep mode individually. However, for the sake of simplicity, we assume in our simulations that individual linecards cannot be put into sleep mode. For this reason, for a switch that is powered on, we add the power consumption of all linecards to the chassis power consumption of the switch. The work in [43] makes the same assumption for both Rack switches and Tier 2 switches; i.e. they include the cost of all linecards while computing the power consumption of the switch. In other words, in our simulations, a linecard is put into sleep mode only if the switch is completely put into sleep mode. We use a simplified version of the switch configuration described in [43]. We assume that there are two types of switches. Type 1 switch has one linecard with 48 ports and 146 W of chassis power consumption including the consumption of the linecard. Type 2 switch has six linecards, each having 24 ports and 39 W of power consumption. We include the cost of linecards to the cost of the chassis of Type 2 switch, which is 54 W. Hence, the chassis power consumption of Type 2 switch becomes 288 W. In our simulations, if a node has 48 or less incident links, we set the node as Type 1. Otherwise, we set the node as Type 2 and assign energy consumption values accordingly. As in [43], we assume that the linespeed of a port can be 10 Mbps, 100 Mbps or 1 Gbps. When we generate the input graphs, these three possible values for the linespeeds of the ports are equally likely. Power consumption values of the ports having the same linespeed are different for Type 1 and Type 2 switches. Typically, ports of Type 2 switches have higher power consumption. Detailed description of power consumption values can be seen in Table 8.

Energy consumption of a link is associated with the power consumption of the ports at the ends of the links. Therefore, the energy consumption of a 10 Mbps link is 0.24 W and 0.84 W, if both ends are Type 1 and Type 2, respectively. Likewise, energy consumption of a 10 Mbps link with one end Type 1 and the other end Type 2 is 0.54 W. When a link is put into sleep mode, we assume that both ports are put into sleep mode. If all ports of a switch are in sleep mode, the switch is also in sleep mode. If a switch does not have a sleep mode, none of its ports can be put into sleep mode. Recall that our problem formulation takes these facts into consideration.

### 6.2. Simulation results

In all experiments, we consider the case where the relay cost of each node is equal to each other; i.e., all relay costs are equal to one. Since there is one relay node for each communication pair, $r$, which is the upper bound (threshold value) for the total relay cost, equals $p$, which is the total number of communication pairs in our experiments. Moreover, we set the overlay path for each communication pair as the path with minimum number of hops.

In our first set of experiments, we execute our heuristic algorithms and the CPLEX implementations of our ILP formulation with 100 randomly generated input graphs that are based on the Waxman topology. We then comparatively evaluate their performance in terms of average energy consumption and number of feasible solutions. We evaluate the impact of the following parameters: $x$, $\eta$, probability of having sleep mode, number of pairs, and domain size.

To begin with, the parameter $x$, which takes values in the range (0, 1), is the link density parameter that linearly affects the probability of the existence of a link between two arbitrary nodes in Waxman topology. Therefore, a

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Type 1 (in W)</th>
<th>Type 2 (in W)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PowerChassis</td>
<td>146</td>
<td>288</td>
</tr>
<tr>
<td>Power10Mbps port</td>
<td>0.12</td>
<td>0.42</td>
</tr>
<tr>
<td>Power1Gbps port</td>
<td>0.18</td>
<td>0.48</td>
</tr>
<tr>
<td>Power1Gbps port</td>
<td>0.87</td>
<td>0.9</td>
</tr>
</tbody>
</table>
higher \( \alpha \) implies an input graph with higher density. In order to evaluate the impact of \( k_p \), we define the parameter \( \eta = k_p / \text{Length}(u_p) \), where \( u_p \) is the underlay path for pair \( p \). \( \eta \) takes values in the range \([0, 1]\) and represents the proportion of links on an overlay path that are allowed to be shared with underlay paths and other overlay paths. This way, it basically helps us to determine the upper limit \( k_p \) value for a pair \( p \). While giving a \( k_p \) value as an input to the algorithms, it is more realistic that \( k_p \) takes a value proportional to the length of the underlay path of the pair \( p \) rather than being constant for all pairs. The relationship between \( \eta \) and \( k_p \) is as follows: \( k_p = \eta \times \text{Length}(u_p) \), where \( u_p \) is the underlay path for pair \( p \). Probability of having a sleep mode is a value in the \([0, 1]\) range and related only to the nodes. If a node has a sleep mode, it can be put into sleep mode if none of its ports are currently used; i.e., all of its ports are inactive. Number of pairs is a parameter that might make it difficult to find a feasible solution. It might also cause the average energy consumption to increase. Table 9 shows the details of the experimental setup related to Waxman topology generator. In our experiments, in order to test the effect of a parameter, as the parameter under consideration takes values in the range specified in Table 9, we set the other parameters to their middle values. This way, we make sure that only the parameter under consideration has an effect on test results. The middle values for \( \alpha, \eta \), and probability of sleep mode are 0.5, while the middle values for the number of pairs and domain size are 50 and 25, respectively. For example, when we test the effect of \( \alpha \), we set \( \eta \) and probability of sleep mode to 0.5 and run the tests with 50 pairs on a graph that is produced by Waxman generator on a 25 by 25 domain size. The same logic applies when we test other parameters.

We illustrate in Fig. 1 the results of the experiments that are related to the first parameter in Table 9. Recall that \( \alpha \) is a parameter that directly affects the density of the input graph; hence, a higher \( \alpha \) might help the algorithms to find more feasible solutions. We define the overlay graph as the 2-tuple consisting of the set of links on overlay paths and the set of nodes on overlay paths. Nodes and links that cannot be put into sleep mode are also included in these sets since they contribute to the energy consumption irrespective of whether they are on the overlay paths. In fact, the energy consumption of the overlay graph that we just defined corresponds to the objective function in our ILP formulation. We compare in Fig. 1a the performance of our heuristics and CPLEX in terms of the average energy consumption of the resulting overlay graph. As expected, the average energy consumption becomes lower as \( \alpha \) gets closer to 1.0. Since a higher \( \alpha \) value causes a denser input graph, it becomes easier to find a shorter alternative path, leading to more feasible solutions on the average. This situation causes the total energy consumption of the overlay graph to decrease. The energy consumption does not decrease any more after \( \alpha = 0.7 \). The reason for this behavior is as follows: the input graph becomes dense enough after \( \alpha = 0.5 \); hence, adding excessive links does not change the length or the total energy consumption of the overlay paths. On the other hand, Fig. 1b shows the comparison of our heuristics and CPLEX solutions in terms of the number of feasible solutions. As expected, CPLEX always gives the highest number of feasible solutions. Besides, MCOPA—LOA always finds more feasible solutions than MCOPA until \( \alpha = 0.7 \). Starting from \( \alpha = 0.7 \), two heuristics find the same number of feasible solutions. Therefore, MCOPA—LOA has closer performance to CPLEX.

### Table 9

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value range</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \alpha )</td>
<td>{0.1, 0.2, ..., 1.0}</td>
</tr>
<tr>
<td>( \eta )</td>
<td>{0.1, 0.2, ..., 1.0}</td>
</tr>
<tr>
<td>Probability of sleep mode</td>
<td>{0.1, 0.2, ..., 1.0}</td>
</tr>
<tr>
<td>Number of pairs</td>
<td>{10, 20, 30, ..., 90, 100}</td>
</tr>
<tr>
<td>Domain size</td>
<td>{10 \times 10, 20 \times 20, 30 \times 30, 40 \times 50, 50 \times 50}</td>
</tr>
</tbody>
</table>

![Fig. 1. Comparison of MCOPA, MCOPA–LOA and CPLEX outputs for varying \( \alpha \) with Waxman topology.](image)
We investigate in Fig. 2 the effect of $\eta$. As we mentioned before, $\eta$ determines the $k_p$ value for a pair $p$. A lower value of $\eta$ means that the overlay paths have less overlapping edges with the underlay and other overlay paths. As $\eta$ increases, there is a nearly quadratic decrease in the average energy consumption. This decrease is more apparent on the curve belonging to CPLEX output. This result can be explained as follows: As $\eta$ increases, $k_p$ values also increase, allowing more shared links between overlay and underlay paths. Therefore, the produced overlay paths are shorter; hence, the energy consumption of the overlay graph is smaller. As for the number of feasible solutions, $\text{MCOPA} – \text{LOA}$ always finds more feasible solutions than $\text{MCOPA}$, which can be seen in Fig. 2b. Also in Fig. 2b, as $\eta$ gets higher, the number of feasible solutions increases. Because higher $\eta$ values lead to higher $k_p$ values, higher number of shared edges does not create constraint violations. Therefore, the number of feasible solutions found by heuristics and CPLEX increases.

The ratio of nodes that can be put into sleep mode is also an important parameter that has impact on the average energy consumption of the resulting overlay graphs. We investigate in Fig. 3a the average energy consumption resulting from two heuristics and CPLEX solutions. We see that having more nodes that have sleep mode causes a linear decrease on the average energy consumption. This behavior is expected since a higher ratio of nodes having sleep mode means saving energy from more nodes and links that are not being used. In Fig. 3a, $\text{MCOPA}$ and $\text{MCOPA} – \text{LOA}$ give akin average energy consumption; however, the average energy consumption of $\text{MCOPA}$ is slightly lower than $\text{MCOPA} - \text{LOA}$. The reason for this difference is that $\text{MCOPA} – \text{LOA}$ prunes in path selection phase the nodes having sleep mode, whereas $\text{MCOPA} – \text{LOA}$ does not prune these nodes and construct paths by selecting nodes regardless of their capability of being put in sleep mode.

Fig. 3b shows the number of feasible solutions with varying probability of sleep mode. This figure shows us that the ratio of nodes having sleep mode does not have much impact on the number of feasible solutions found by CPLEX and $\text{MCOPA} – \text{LOA}$. However, $\text{MCOPA}$ has a decreasing trend in terms of the number of feasible solutions. Since $\text{MCOPA}$ prunes the nodes having sleep mode, it becomes more difficult to find alternative paths for an overlay path having constraint violation. This behavior causes less feasible solutions for $\text{MCOPA}$.

We show in Fig. 4a and b the impact of varying the number of pairs while the graph size and density stay constant. Number of pairs has a nearly linear effect on heuristics and CPLEX results in terms of average energy consumption. However, the gap between $\text{MCOPA}$ and $\text{MCOPA} – \text{LOA}$ increases as the number of pairs becomes higher. For lower values, we see that $\text{MCOPA} – \text{LOA}$ results in less energy consumption than $\text{MCOPA}$. Both algorithms perform close to CPLEX solutions in terms of average energy consumption. Fig. 4b shows the performance in terms of the number of feasible solutions. $\text{MCOPA} – \text{LOA}$ mostly leads to higher number of feasible solutions. Nevertheless, as the number of pairs increases, the number of feasible solutions produced by both heuristics become very close to each other. This behavior is caused by the difficulty of finding disjoint overlay paths for higher number of source and destination pairs.

Fig. 5 displays the effect of the domain size while all other parameters stay constant. The domain size for Waxman topology is related to the size of the input graph. Fig. 5a shows that the average energy consumption increases quadratically as the domain size increases. As the network gets larger, the hop count of the paths between the source and destination pairs also gets larger. Therefore, the average energy consumption increases. Furthermore, as the number of nodes in the network gets larger, the number of nodes that cannot be put into sleep mode also gets larger. Hence, this increase also contributes.
to the increase in the average energy consumption. Again, MCOPA–LOA has better performance than MCOPA in terms of finding feasible solutions.

In the second set of experiments, we evaluate the performance of our heuristics on the input graphs that are generated by INET topology generator. We again run our experiments on 100 randomly generated input graphs. Note that the most basic difference between INET and Waxman generators is that Waxman generates router level topologies while INET generates AS-level topologies. Furthermore, while it is possible to produce dense graphs with Waxman, INET generates proportionally sparse graphs with nearly $2N$ links for $N$ nodes given by the user. While generating graphs with INET, we give the number of nodes, the fraction of degree one nodes and the seed number as input. We choose the fraction of degree one nodes to be 0.1 because we aim not to generate very sparse graphs since observing the actual performance of our heuristics would be extremely difficult in such a situation. As in Waxman experiments, we compare the average energy consumption and number of feasible solutions of our heuristic algorithms and CPLEX solutions. We evaluate the impact of the following parameters: $\eta$, probability of having sleep mode, number of pairs, and number of nodes. Note that the only parameter that is different from the ones in Waxman experiments is the number of nodes in the input graph. INET enables user control on the number of nodes while in Waxman we cannot give this parameter as an input; i.e., we cannot predetermine the number of nodes in Waxman generator. Table 10 shows the details

<table>
<thead>
<tr>
<th>Probability of A Node to Have Sleep Mode</th>
<th>Average Energy Consumption (Watts)</th>
<th>Number of Feasible Solutions</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>2.6</td>
<td>10</td>
</tr>
<tr>
<td>0.2</td>
<td>2.8</td>
<td>20</td>
</tr>
<tr>
<td>0.3</td>
<td>3.0</td>
<td>30</td>
</tr>
<tr>
<td>0.4</td>
<td>3.2</td>
<td>40</td>
</tr>
<tr>
<td>0.5</td>
<td>3.4</td>
<td>50</td>
</tr>
<tr>
<td>0.6</td>
<td>3.6</td>
<td>60</td>
</tr>
<tr>
<td>0.7</td>
<td>3.8</td>
<td>70</td>
</tr>
<tr>
<td>0.8</td>
<td>4.0</td>
<td>80</td>
</tr>
<tr>
<td>0.9</td>
<td>4.2</td>
<td>90</td>
</tr>
<tr>
<td>1.0</td>
<td>4.4</td>
<td>100</td>
</tr>
</tbody>
</table>

Fig. 3. Comparison of MCOPA, MCOPA–LOA and CPLEX outputs for varying sleep mode probability with Waxman topology.

<table>
<thead>
<tr>
<th>Number of Pairs</th>
<th>Average Energy Consumption (Watts)</th>
<th>Number of Feasible Solutions</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>2.6</td>
<td>10</td>
</tr>
<tr>
<td>20</td>
<td>2.8</td>
<td>20</td>
</tr>
<tr>
<td>30</td>
<td>3.0</td>
<td>30</td>
</tr>
<tr>
<td>40</td>
<td>3.2</td>
<td>40</td>
</tr>
<tr>
<td>50</td>
<td>3.4</td>
<td>50</td>
</tr>
<tr>
<td>60</td>
<td>3.6</td>
<td>60</td>
</tr>
<tr>
<td>70</td>
<td>3.8</td>
<td>70</td>
</tr>
<tr>
<td>80</td>
<td>4.0</td>
<td>80</td>
</tr>
<tr>
<td>90</td>
<td>4.2</td>
<td>90</td>
</tr>
<tr>
<td>100</td>
<td>4.4</td>
<td>100</td>
</tr>
</tbody>
</table>

Fig. 4. Comparison of MCOPA, MCOPA–LOA and CPLEX outputs for varying number of pairs with Waxman topology.
of the experimental setup related to the INET topology generator.

Fig. 6 displays the effect of $g$ when we run heuristics and CPLEX on INET generated graphs with 4500 nodes and 100 pairs. We see in Fig. 6a and b that changing $g$ has the same effect as in Waxman experiments. When $g$ increases, we have more tolerance for overlapping edges and hence, an overlay path does not need to prefer a longer path to avoid sharing links with other paths. This situation enables the overlay paths to be shorter and explains the decrease in the average energy consumption in Fig. 6a. Furthermore, there is an important difference between INET results and Waxman results. In Waxman experiments with varying $g$, we have obtained feasible solutions after $g$ is 0.1, while in INET experiments we start to obtain feasible solutions after $g$ is 0.3. This behavior can be explained by the sparsity of INET generated graphs. Moreover, Inet’s hierarchical tree structure causes the number of shared edges to be higher compared to Waxman topology. When the number of shares edges is higher, neither of the algorithms can find feasible solutions in case of lower $g$ values.

Fig. 7 displays the impact of the probability of having sleep mode on the performance of our heuristics and CPLEX solutions. Fig. 7a shows that the average energy consumption decreases as the probability of sleep mode

![Graphs](image_url)
increases because higher number of nodes can save from power by means of the sleep state. Fig. 7B displays the number of feasible solutions with varying sleep mode probability. This probability does not have a significant impact except that it causes a decrease in MCOPA starting from 0.3. The reason for this behavior is the pruning of the nodes having sleep mode at the beginning steps of MCOPA.

Fig. 8 shows the impact of increasing number of communication pairs on INET generated networks. We vary the number of pairs between 50 and 140. Fig. 8a shows that average energy consumption linearly increases when the number of pairs increases. The gap between MCOPA and MCOPA−LOA increases as the number of pairs increases because MCOPA−LOA aims to find paths as disjoint as possible and this behavior increases the path lengths and average energy consumption. Fig. 8a shows the number of feasible solutions with varying number of pairs. In general, MCOPA−LOA gives higher number of feasible solutions than MCOPA. However, the gap between two heuristics decreases with higher number of pairs because finding disjoint paths becomes more difficult as the number of pairs increases.

Unlike Waxman, the number of nodes is under user’s control in INET topology generator. Fig. 9 displays the impact of increasing number of nodes while all other parameters are constant. Recall that INET topology generator runs when the number of nodes is greater than or equal to 3037. Starting from 3037, we increase the number of nodes until 6000. Fig. 9a shows that average energy consumption increases linearly as the number of nodes increases. The reason is the following: INET places the
nodes on a 10,000 by 10,000 plane, which has the default size. When the number of nodes increases, network density does not change as long as the fraction of degree one nodes does not change. Instead, the trees in the tree structure of the INET generated network enlarge and this situation increases the probability of source and destination nodes to be further away from each other. This behavior causes the paths to become longer, which explains the linear increase in the average energy consumption. There is a fast increase in the number of feasible solutions until some point where it gets slower. The initial fast increase is due to the fact that as the number of nodes increases, the number of shared links tends to get lower. However, after some point the rate of increase decreases. Here, again the reason is that adding extra nodes to the graph using INET does not make the graph denser; it only enlarges the tree structure of the graph. The hierarchical tree structure of INET topology is responsible for this behavior. The performance gap between heuristics gets smaller with higher number of nodes because the number of pairs is constant and as the number of nodes increases, the number of shared links tends to get lower. Therefore, heuristics perform better and more closely.

To sum up, MCOPA—LOA performs in general better than MCOPA in terms of finding feasible solutions. However, the same observation is not true when we compare them in terms of average energy consumption; in some cases, MCOPA gives lower energy consumption than MCOPA—LOA. For instance when the input graph is sparse, the number of pairs is very high or \( \eta \) is very high, i.e., \( k_p \) values are high, MCOPA yields lower average energy consumption than MCOPA—LOA. Throughout our experiments we have seen that both heuristics perform very close to CPLEX in terms of average energy consumption. We have also observed that MCOPA—LOA yields more feasible solutions than MCOPA. Furthermore, both heuristics have low computational complexity, which makes them suitable for finding energy efficient overlay paths. Note also that the centralized nature of our proposed heuristic algorithms is in line with the recently emerging software defined networking paradigm [44], where data and control plane are separated such that decisions such as routing can be made in a logically centralized manner.

7. Conclusion

Overlay routing is an important concept for wired networks since it provides a more reliable routing mechanism. It supports and maintains the connection between source and destination pairs by finding alternative paths and relay nodes for each pair. Energy efficiency of the overlay network is as crucial as the energy efficiency of the underlying routing scheme. To the best of our knowledge, this study is the first in the literature that considers both energy efficiency and relay node selection on overlay networks.

In this study, we have investigated overlay routing on wired networks in terms of energy efficiency and relay selection. We have formulated an optimization problem called JORRA (Joint Overlay Routing and Relay Assignment) as an integer linear program, where the goal is to minimize the energy consumption. We have implemented our proposed formulation by using the optimization software CPLEX. Moreover, we have proved that JORRA is APX-Hard in addition to being NP-Hard in the strong sense even in its special cases. For this reason, we have designed two computationally efficient heuristic algorithms, namely MCOPA and MCOPA—LOA. MCOPA—LOA is an improved version of MCOPA and has a higher computational complexity. We have made experiments by using Internet like network topologies and demonstrated that our proposed algorithms provide very close performance to the CPLEX solutions. Furthermore, we have observed that MCOPA—LOA finds more feasible solutions than MCOPA.
As a future work, we plan to add extra constraints to our integer linear programming formulation such as ensuring that each link has a specific upper limit for the number of overlay paths that can use it or each link has a capacity and the total traffic demand of source and destination pairs using a particular link should not exceed its capacity. This way, heterogeneity in the reliability aspects of different links can be addressed. We also plan to propose a distributed algorithm for a distributed environment where a centralized server having all information about energy consumption values and underlay paths does not exist. In such a scenario, we plan to consider the case where there are some specialized servers in the network having local information as well as the situation with an entirely distributed environment where each node possesses information about its neighboring nodes.
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